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ABSTRACT

Elastic wavefield tomography faces challenging pitfalls due to its multiparameter and multicomponent characters, which are absent in the acoustic case. Inter-parameter crosstalk and the absence of petrophysical constraints may cause elastic inversion to fail, delivering unphysical and artifact-contaminated models. In addition, one of the goals of wavefield tomography is to deliver an earth model that generates accurate and high-quality images; however, this might not be the case for conventional data-domain tomography methods that exclude image optimization during inversion. Therefore, we propose to use the elastic reflection waveform inversion (ERWI) methodology, which inverts both for the background velocity model and for the reflectivity image, coupled with a petrophysical constraint term in the objective function. We demonstrate that constraining ERWI is successful in delivering more plausible models with fewer artifacts and that satisfy the imposed constraints. We alternate between smooth model and reflectivity updates, keeping both data fitting, image focusing and petrophysical constraints consistently satisfied in a common objective function. Compared to unconstrained inversion, our numerical examples show less-contaminated models and higher-quality images, as well as improved convergence and accuracy.
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1 INTRODUCTION

As the state-of-the-art technology for imaging subsurface structures in complex geological settings, wavefield tomography involves numerical extrapolation of recorded seismic waves to constrain physical properties (e.g., seismic velocity) as solutions to inverse problems. As opposed to ray-based methods (Bishop et al., 1985; Bording et al., 1987; Lines, 1991; Cerveny, 2005), wavefield tomography is preferred as the main method for high-resolution velocity estimation since it exploits the full waveform and bandwidth of seismic signals in the velocity update, and handles accurate wave propagation in complex media subject to multipathing. Its implementations are generally classified as either data-domain (Lailly, 1983; Tarantola, 1984; Gauthier et al., 1986) and/or as image-domain (Symes and Carazzone, 1991; Sava and Biondi, 2004a; Albertin et al., 2005; Symes, 2008; Yang and Sava, 2011; Diaz et al., 2013; Yang and Sava, 2015).

Full waveform inversion (FWI) (Sirgue et al., 2004; Vigh and Starr, 2008; Virieux and Operto, 2009; Plessix et al., 2013) is the most common data-domain wavefield tomography method, using wavefield extrapolation to obtain a physical model update. Such update is driven by an objective function whose gradient is obtained by crosscorrelation between the state and the adjoint wavefields (Tarantola, 1984; Hindlet and Kolb, 1988; Plessix, 2006). This crosscorrelation between extrapolated wavefields is analogous to imaging conditions in reverse time migration (RTM) (Baysal et al., 1983; McMechan, 1983; Whitmore, 1983). The adjoint wavefield is extrapolated from a data residual, often defined as the difference between observed and modeled data, although the residual could also utilize other discrepancy metric between datasets (Shin and Ha, 2008; Brossier et al., 2010; Ma and Hale, 2013; Chi et al., 2014; Gao et al., 2014; Yang et al., 2018). For image-domain methods, wave-equation migration velocity analysis (WEMVA) (Sava and Biondi, 2004a,b; Shen et al., 2005; Hou and Symes, 2018) stands as the main method that relies on the semblance principle, i.e., the imaged events must be focused if extrapolated with the correct velocity (Symes and Carazzone, 1991; Mulder and ten Kroode, 2002; Shen and Symes, 2008). In this case, the objective function and the associated residual are constructed with extended image gathers; which can be functions of offset, reflection angle or wavefield correlation spatial/temporal lags (Rickett and Sava, 2002; Sava and
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Biondi, 2004a; Sava and Vasconcelos, 2011; Yang and Sava, 2011).

Each domain of inversion investigation offers its own benefits and disadvantages. For an initial earth model far from the true one, FWI suffers from cycle skipping, i.e., when the modeled waveforms differ from the observed ones by more than a half cycle. Although FWI is more suitable for diving and direct waves, reflections usually dominate the surface-recorded data and represent the main constituent of migrated images. Conventional FWI does not explicitly constrain the migrated images, possibly delivering models that do not substantially improve image quality. Alternatively, WEMVA seeks the model that delivers the most focused image; however, the obtained model exhibits low resolution and might not directly match observed data, since this optimization is implemented in the image domain.

Reflection waveform inversion (RWI) has recently gained interest as a technology using both reflections in data-domain wavefield tomography and also jointly inverting for the migrated image; (Hicks and Pratt, 2001; Xu et al., 2012; Wang et al., 2013; Guo and Alkhalifah, 2017). This technique exploits an objective function and its residual in the data domain, and separately updates the smooth and rough (i.e., image) parts of the earth model. Least-squares migration robustly computes the rough model (Alves and Biondi, 2016; Feng and Schuster, 2017; Duan et al., 2017; Ren et al., 2017), while optimization via adjoint-state method provides the smooth updates (Tarantola, 1988; Sava, 2014). Therefore, we can classify RWI as a mixed-domain (both data- and image-domain) wavefield tomography method. RWI provides low-wavenumber updates for the smooth earth model, and therefore, avoids high-wavenumber content that harms the inversion at initial iterations.

For any of the aforementioned wavefield tomography methods, one can pursue a multiparameter earth model through elastic wavefield extrapolation (Chang and McMechan, 1987; Yan and Sava, 2011; Ravasi and Curtis, 2013; Duan and Sava, 2015). Elastic extrapolation is feasible with multicomponent data recordings, and delivers more realistic reflectivity and valuable subsurface information, such as fracture distribution (Schoenberg, 1983; Grechka and Kachanov, 2006; Zhang et al., 2017). However, multiparameter inversion is subject to leakage (i.e., crosstalk) among inverted parameters (Oporto et al., 2013; Pan and Innanen, 2016). Coupling between the multiple elastic wave modes (which become three in the presence of anisotropy) and their different illumination responses are responsible for such crosstalk, and leads to contamination of the inverted earth model. Considering the multitude of elastic modeling parameters and the reasons for choosing a certain parameterization, radiation pattern analysis is important to understand the ambiguity among physical properties with respect to the reflection angle and model parameterizations (Burridge et al., 1998; Köhn et al., 2012; Kamath and Tsvankin, 2016; Oh and Alkhalifah, 2016). This analysis also shows that the amplitude responses overlap for different earth model contrasts, thus expressing the difficulty to isolate sensitivity kernels for different parameters. In addition, limited acquisition coverage and subsurface complexity contributes to highly irregular illumination, thus reducing the effectiveness of radiation pattern analysis.

To mitigate the crosstalk between inverted elastic model parameters and, therefore, obtain a more geological-plausible earth model, various authors propose to use known physical relationships between parameters to constrain the elastic inversion. Baumstein (2013) imposes box constraints (i.e., allowed maximum and minimum values for a certain model parameter) using projection onto convex sets, while Peters et al. (2015) apply a similar method with additional smoothness constraints. Instead of simply imposing box constraints, Duan and Sava (2016) perform data-domain wavefield tomography using logarithmic barrier constraints based on known linear petrophysical relationships between P- and S-wave velocities. Such barrier constraints are incorporated in the inversion by an additional term in the objective function, as opposed to constraints imposed at the line search step with convex sets formulation. This methodology delivers more realistic earth models since crosstalk and artifacts do not obey petrophysical properties and are attenuated during inversion with imposition of such constraints.

Inter-parameter crosstalk represents one of the main challenges facing elastic wavefield tomography, as we seek an earth model that matches the data and also generates high-quality images. Our choice is to impose physical constraints on the earth model and implement a scheme that simultaneously optimizes the model and the migrated image. Therefore, we impose logarithmic barrier constraints similarly to the method by Duan and Sava (2016), but applied in the context of mixed-domain elastic wavefield tomography, i.e., elastic RWI. Therefore, our method avoids the combined harmful effect of inter-parameter crosstalk (by physical constraints) and high-wavenumber updates (by low-wavenumber RWI gradients) into the inversion. The total model is constructed by adding the smooth background and the sharp perturbation models. However, such sharp contrasts cause backscattering during wavefield extrapolation, thus producing low-wavenumber artifacts when implementing conventional imaging conditions, including the ones based on model perturbations. We address this problem by applying the energy imaging condition in a least-squares sense (Rocha et al., 2016, 2017; Rocha and Sava, 2018) for imaging with the total earth model.

2 THEORY

Reflection waveform inversion involves decomposition of the extrapolated wavefields into their background and scattered constituents, as well as separation of the earth model into smooth and rough components. We obtain the rough models through least-squares migration based on the separated background and scattered wavefields. For updating the smooth earth model, we use wavefield tomography also based on this single-scattering wavefield decomposition. We incorporate a physical constraint term in the objective function of wavefield
tomography, thus leading the inversion toward plausible models that satisfy known petrophysical relationships.

2.1 Single-scattering and migration operators based on earth model perturbations

We consider the second-order elastic wave equation for isotropic media

\[ \rho u - \nabla \left[ \lambda (\nabla \cdot u) \right] - \nabla \cdot \left[ \mu \left( \nabla u + \nabla u^T \right) \right] = f, \quad (1) \]

where \( u(x, t) \) is the wavefield, \( f(x, t) \) is the source term, \( \lambda(x) \) and \( \mu(x) \) are Lamé parameters, \( \rho(x) \) is the density of the medium, \( \nabla \) represents spatial derivative operators, and the superscript dot indicates time differentiation. Under the single-scattering assumption, one can consider each one of the medium parameters as composed of a background and a small perturbation. Similarly, the associated wavefield is also decomposed into background and weak-scattering parts. Therefore, we can write

\[ \rho = \rho_0 + \delta \rho, \quad (2) \]
\[ \lambda = \lambda_0 + \delta \lambda, \quad (3) \]
\[ \mu = \mu_0 + \delta \mu, \quad (4) \]
\[ u = u_0 + \delta u, \quad (5) \]

where \( \delta \) indicates small perturbations, and the subscript \( 0 \) indicates background quantities. Substituting equations 2-5 in equation 1, and ignoring higher-order terms involving the product of the small earth model perturbations with \( \delta u \), we obtain

\[ \rho_0 \delta u - \nabla \left[ \lambda_0 (\nabla \cdot \delta u) \right] - \nabla \cdot \left[ \mu_0 \left( \nabla \delta u + \nabla \delta u^T \right) \right] = -\delta \rho u_0 + \nabla \left[ \delta \lambda (\nabla \cdot u_0) \right] + \nabla \cdot \left[ \delta \mu \left( \nabla u_0 + \nabla u_0^T \right) \right] + f. \quad (6) \]

We write equation 6 to indicate the interaction between model perturbations \( (\delta \rho, \delta \lambda, \delta \mu) \) and the background wavefield \( u_0 \) is in the source term for the scattered wavefield \( \delta u \), which captured at receiver locations \( x_e \), leads to the scattered data \( \delta d(x_e, t) = K_e \delta u \). We can write the model perturbations generating recorded scattered data as

\[ \delta d = K_e \delta u = L_0 \delta m, \quad (7) \]

where \( \delta m = [\delta \rho, \delta \lambda, \delta \mu]^T \), and \( L_0 \) is the single-scattering operator (see Appendix A). Its adjoint is the migration operator

\[ \delta m_{mig} = L_0^T \delta d. \quad (8) \]

For more than one experiment (e.g., shot gather), \( \delta d \) also depends on the experiment index \( e \). In this case, \( L_0^T \) involves summation over migrated images from different experiments, and \( L_0 \) sprays \( \delta m \) for different modelings.

Least-squares migration leads to a more robust perturbation image by minimizing the following objective function

\[ J_{LSM} = \frac{1}{2} \| L_0 \delta m - \delta d \|^2, \quad (9) \]

where the subscript \( LSM \) stands for least-squares migration. Using equations 7 and 8, the image that minimizes equation 9 in a least-squares sense corresponds to

\[ \delta m_{LS} = \left( L_0^T L_0 \right)^{-1} L_0^T \delta d. \quad (10) \]

Equation 10 describes a procedure that only inverts for the model perturbation \( \delta m \), while keeping the background model \( m_0 = [\rho_0, \lambda_0, \mu_0]^T \) unchanged. In order to update the background model, we need to perform non-linear inversion with updates computed by the adjoint-state method. Instead of simply applying the migration operator, inverting for \( \delta m \) helps the subsequent inversion for \( m_0 \) by providing a higher-quality image with fewer artifacts for more accurate single-scattering modeling.

2.2 Waveform inversion with background and scattered wavefields

Equation 1 can also be formulated as

\[ A(m) u = f, \quad (11) \]

where \( A(m) \) is the elastic wave-equation operator, which is non-linear and depends on the total model vector \( m = [\rho, \lambda, \mu]^T \). The total wavefield computed by equation 11 is captured at receiver locations (again, by the extraction operator \( K_e \)) and forms the modeled data \( d(x_e, t) \), which is then compared with observed data in waveform inversion by the following objective function

\[ J_D = \sum_e \frac{1}{2} \| d - d_{obs} \|^2 = \sum_e \frac{1}{2} \| K_e u - d_{obs} \|^2, \quad (12) \]

where the summation over experiments (e.g., shot gathers) is indicated by the index \( e \), and the subscript \( D \) indicates that the objective function involves only data comparison. In order to construct the model update in waveform inversion, one needs to compute the gradient of the objective function in equation 12 with respect to the model parameters. Based on adjoint-state theory (Tarantola, 1988; Plessix, 2006; Sava, 2014), such gradient is represented by

\[ \frac{\partial J_D}{\partial m} = \sum_e \frac{\partial A}{\partial m} u * a. \quad (13) \]

The derivative of the wave-equation operator with respect to model parameters \( \left( \frac{\partial A}{\partial m} \right) \) is detailed in Appendix B. The symbol * in equation 13 represents zero-lag crosscorrelation between the state \( (u) \) and adjoint \( (a) \) wavefields. The adjoint wavefield uses the adjoint wave-equation operator and the objective function derivative with respect to the state wavefield as its source term:

\[ A^T(m) a = \frac{\partial J_D}{\partial u} = K_e^T (d - d_{obs}) \quad (14) \]

Conventional full-waveform inversion uses the gradient expression in equation 13. However, for reflection-waveform inversion, both state and adjoint wavefields are decomposed into background and scattered parts based on equation 5. Such wavefield decomposition uses the single-scattering modeling expressed in equation 6, and thus the model perturbation vec-
tor \( \delta m \). We rewrite equation 13 as
\[
\frac{\partial J_D}{\partial m} = \sum_e \frac{\partial A}{\partial m} (u_0 + \delta u) \ast (a_0 + \delta a) .
\] (15)

Distributing the zero-lag cross correlation in equation 15, we obtain four terms for the total gradient:
\[
\frac{\partial J_D}{\partial m} = \sum_e \frac{\partial A}{\partial m} u_0 \ast \delta a + \sum_e \frac{\partial A}{\partial m} \delta u \ast a_0 + \sum_e \frac{\partial A}{\partial m} u_0 \ast a_0 + \sum_e \frac{\partial A}{\partial m} \delta u \ast \delta a .
\] (16)

The separation between background and scattered wavefields is useful to obtain the low-wavenumber content of the waveform inversion gradient. The first summation in equation 16 involves crosscorrelation of waves propagating from the source to the image point, while the second summation correlates waves propagating from the receivers to the image point. Hence, such events coincide in space and time along their similar propagation paths, resulting in low-wavenumber content. The other two terms involve crosscorrelation of waves that only coincide at the image point, producing reflectivity that is characterized by high wavenumbers. In that sense, the low-wavenumber gradient corresponds to the background model \((m_0)\) update. Therefore, the RWI gradient is
\[
\frac{\partial J_D}{\partial m_0} = \sum_e \left[ \frac{\partial A}{\partial m} u_0 \ast \delta a + \frac{\partial A}{\partial m} \delta u \ast a_0 \right] .
\] (17)

### 2.3 Physical constraints

Auxiliary terms in the objective function that act in the model space are useful to prevent inversion results with unphysical models, which commonly emerge with data-misfit objection functions. The most familiar model objective function term penalizes inverted models far from a known reference model:
\[
J_M = \frac{1}{2} \| W_m (m - m_{\text{ref}}) \|^2 ,
\] (18)

where \( W_m \) is called model weighting matrix, and subscript “ref” stands for reference model. Such matrix can be a shaping operator, or more simply, a diagonal operator imposing larger weights on certain parts of the model space. For instance, considering updates in \( \lambda \) and \( \mu \) while keeping density \( \rho \) constant, the gradient of equation 18 with respect to model parameters is
\[
\frac{\partial J_M}{\partial \lambda} = W_m^T \omega (\lambda - \lambda_{\text{ref}}) ,
\] (19)

\[
\frac{\partial J_M}{\partial \mu} = W_m^T \omega (\mu - \mu_{\text{ref}}) .
\] (20)

An additional model objective function term exploits known physical relationships between two sets of model parameters, for example, implemented by a logarithmic penalty function (Peng et al., 2002; Gasso et al., 2009; Duan and Sava, 2016):
\[
J_C = -\eta \sum_s \left[ \log(h_u) + \log(h_l) \right] ,
\] (21)

where \( \eta \) is a weighting scalar parameter relative to the other objective function terms, while \( h_u \) and \( h_l \) define linear functions in the dual-model space determining its upper and lower bounds. Note that equation 21 involves summation over all model samples. If we want to constrain the model parameters \( \lambda \) and \( \mu \), we write the upper and lower bounds as
\[
h_u = -\lambda + c_u \mu + b_u = 0 ,
\] (22)

\[
h_l = \lambda - c_l \mu - b_l = 0 ,
\] (23)

where \( c_u, l \) and \( b_u, l \) are the slopes and intercepts of the lines. For model pairs that fall inside the region bounded by \( h_u \) and \( h_l \), the distance to the barrier lines determines the value of the physical constraint. On one hand, the further and more equidistant to \( h_u \) and \( h_l \) a certain model sample is, the larger is the argument of the logarithm, and therefore, smaller is \( J_C \). On the other hand, model samples that are close to one of the barrier lines during inversion lead to large \( J_C \), and are thus forced to move away from that barrier.

The gradient of equation 21 with respect to either \( \lambda \) or \( \mu \) is
\[
\frac{\partial J_C}{\partial \lambda} = -\frac{\eta}{\lambda - c_u \mu - b_u} - \frac{\eta}{\lambda - c_l \mu - b_l} ,
\] (24)

\[
\frac{\partial J_C}{\partial \mu} = \frac{\eta c_u}{\lambda - c_u \mu - b_u} + \frac{\eta c_l}{\lambda - c_l \mu - b_l} .
\] (25)

Equations 24 and 25 show that the gradient tends to \( \infty \) if any of its denominators tends to zero. This happens for model samples that get close to one of the barriers. Therefore, the physical constraint term ensures that the inverted models are between these bounds by imposing large corrective updates to anomalous model samples relative to the desired petrophysical trend.

Finally, we can write the total objective function involving data-misfit term, model-misfit term with respect to a reference model, and petrophysical constraint term:
\[
J = J_D + J_M + J_C .
\] (26)

### 3 EXAMPLES

The following numerical examples demonstrate how imposing model regularization and petrophysical constraints delivers more geological-plausible ERWI models. We also obtain improved convergence rates and image quality when compared to unconstrained inversion. We apply the method on a simple experiment with a single reflector and a Gaussian anomaly. We also illustrate the method with a more complex and realistic synthetic model. In all cases, we assume that petrophysical information is available to constrain the model parameters.

#### 3.1 Single-reflector with a Gaussian anomaly

We illustrate our ERWI method with the synthetic elastic model shown in Figure 1, where the top of Figures 1(a) and 1(b) show the acquisition geometry, the reflector location and the Gaussian anomalies for the true \( \lambda \) and \( \mu \) models, respectively. We start inversion from a constant background; and
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Figure 1. True (top), unconstrained (middle), and constrained (bottom) inverted models for (a) $\lambda$ and (b) $\mu$. The top panels also show the 11 sources (red) and the line of multicomponent receivers (yellow), and the reflector (black). Adding the physical constraint term into the inversion mitigates the spurious artifacts from inter-parameter crosstalk and sparse acquisition, delivering a more plausible earth model.

Figure 2. Crossplot in $\lambda$-$\mu$ space of inverted models: unconstrained (left) and constrained (right). The red line corresponds to the true model. The logarithmic barrier function used in the constrained inversion is plotted with the green contour lines. The unconstrained inverted model is spread throughout the model space without following a trend, while the constrained model is restricted to the region delimited by the barrier.

Figure 3. Objective functions in decibel scale for unconstrained (dashed) and constrained (solid) ERWIs, which alternate between least-squares migration of model perturbations (red) and waveform inversion of background model (blue). Note how constrained ERWI performs better at the final iterations for both smooth model (at iteration 32) and image (final) inversions.

After 38 inversion iterations, alternating between smooth and rough model updates, we obtain the unconstrained (middle of Figure 1) and constrained (bottom of Figure 1) models. Note how the constrained ERWI mitigates the spurious artifacts (around the anomaly) existent in the unconstrained inverted model, which are caused by a combination of sparse geometry, limited bandwidth and crosstalk between model parameters.

The constraint term uses two barrier lines defined by $h_l = \lambda - 1.5\mu - 1.98$ and $h_u = -\lambda + \mu + 5.43$ according to equations 22 and 23. Figure 2 shows all model samples from unconstrained and constrained inversions. The green contour lines in Figure 2 indicate constant values of $J_C$ and exhibit two visible convergent barrier lines. The unconstrained model samples are more broadly spread into the model space, while the constrained samples are confined within the barriers and closer to the line of true model samples. The point at $[\mu, \lambda] = [5.194, 10.388]$ GPa represents the background model value, from where both constrained and unconstrained inversions start. Both unconstrained and constrained ERWIs alternate between image (rough model) and background (smooth model).
inversions as shown in the objective function plot in Figure 3. The unconstrained inversion has a smaller objective function for the first 20 iterations. However, for the remaining iterations, the constrained ERWI has better performance, finalizing with smaller residuals for both smooth and rough model inversions relatively to the unconstrained ERWI.

To show how ERWI with physical constraints delivers a model that effectively increases image quality, we show the model perturbation \( \delta \lambda \) and \( \delta \mu \) images in Figures 4(a) and 4(b), respectively. The top reverse time migration (RTM) images show the cross-cutting artifacts due to sparse acquisition and a false subsidence of the flat reflector due to imaging with the wrong velocity (which is the initial velocity with the constant background value). Least-squares migration (LSRTM) on the same wrong model improves the image (middle of Figure 4) by mitigating the cross-cutting artifacts and sharpening the imaged reflector, but still exhibits the imprint of the wrong velocity at the center of the reflector for \( \delta \lambda \), and at \([x, z] = [1, 0.8]\) km and \([x, z] = [2, 0.8]\) km for \( \delta \mu \). Finally, using the constrained ERWI model, LSRTM delivers the bottom images in Figure 4, which show a horizontal reflector closer to the true one.

3.2 Marmousi II

We test our method on a portion of the Marmousi II model (Martin et al., 2002) with independent P- and S-wave velocities. The model parameters, acquisition geometry and well locations used in our experiment are shown in Figure 5. Figure 7 shows the initial model (top), the reference model (middle) used in the definition of \( J_M \) (equation 18), and a low-pass version of the true model (bottom) that corresponds to the maximum resolution possible with the source wavelet of 7.5 Hz. We apply image-guided interpolation (Hale, 2009, 2010) to construct the reference model using as input the LSRTM energy image (Rocha et al., 2016, 2017; Rocha and Sava, 2018) computed with the initial velocity (second image from top to bottom in Figure 11(b)), and the three velocity profiles from the well locations (Figure 6).

Figure 8 shows the inverted models for data-misfit minimization only (\( J_D \), top), data-misfit term plus reference model term (\( J_D + J_M \), middle), and all three objective function terms including the petrophysical constraint (\( J_D + J_M + J_C \), bottom). Note the spurious artifacts that contaminate the model in the \( J_D \) inversion, and how they are attenuated with the introduction of the \( J_M \) and \( J_C \) terms. Comparing middle and bottom models in Figure 8, we note that adding only \( J_M \) is not sufficient for attenuating most of these artifacts, and
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Figure 5. Lamé parameters $\lambda$ (a) and $\mu$ (b) from the Marmousi II model. The acquisition geometry, which consists of 17 pressure sources (red) near the water surface and a line (yellow) of multicomponent receivers, is also shown in (a). The locations for the three wells used as prior information are indicated by green lines in (b).

Figure 6. Lamé parameters $\lambda$ (blue) and $\mu$ (red) well-log profiles at the three locations shown in Figure 5. This information is used for the reference model ($J_M$) and to define the petrophysical constraints ($J_C$) implemented in the ERWI experiments.

There are constraints $h_l = \lambda - 3.1\mu - 4.0$ and $h_u = -\lambda + 3.1\mu + 6.0$. Figure 9(b) shows the model pairs for the unconstrained inversion ($J_D$ only) and how they spread beyond the barrier lines. Figure 9(c) shows the model samples for the constrained inversion ($J_D + J_M + J_C$), which follow the imposed trend. The constrained model samples are mostly concentrated in the midpoint between the two barriers, but some samples comply more with data, as indicated by the points concentrated in the bottom-left corner ($\mu > 0.5$ GPa and $\lambda > 7.3$ GPa). Also, by observing the true model cross-plot in Figure 9(d), we note that the constrained model in Figure 9(c) is closer to the true one relative to the unconstrained model in Figure 9(b).

Figure 10 shows the objective function evolution over iterations for both unconstrained ($J_D$) and constrained ($J_D + J_M + J_C$) ERWIs. As explained previously, ERWI alternates between rough (red graph) and (blue) smooth model updates. Similarly to the simple reflector experiment, the unconstrained inversion exhibits better performance in the first iterations, up to iteration 17. For the remaining iterations, the constrained ERWI outperforms the unconstrained one, with smaller magnitude and less variation of its objective function.

To show the impact on image quality from wavefield tomography with petrophysical constraints, least-squares migration and energy imaging condition, we show a series of images in Figure 11. For higher resolution, we use a 15.0 Hz peak Ricker wavelet for all shown images as opposed to the source signature used to obtain the ERWI models. From top to bottom, Figures 11(a) (for $\delta\lambda$) and 11(b) (for energy imaging condition) show (1) RTM images with the initial velocity, (2) LSRTM images with the initial velocity, (3) LSRTM with the unconstrained ERWI model, (4) LSRTM with the constrained ERWI model, and (5) LSRTM with the true model. The energy images do not have backscattering artifacts characterized by low-wavenumber content, which otherwise occur for the perturbation images. Note the amplitude balance improvement, the mitigation of sparse-acquisition artifacts, and increase in reflectivity resolution from RTM (1) to LSRTM (2) even if imaging with incorrect velocity. Using the inverted velocities in (3) and (4) further improves LSRTM when compared to (2), with more obvious improvements in the $\delta\lambda$ im-
Figure 7. Initial (top), reference (middle) and low-pass true (bottom) models. The green lines indicate the three well locations used as input for the image-guided interpolation among wells to create the reference model.

Figure 8. Inverted models using the objective functions $J_D$ (top), $J_D + J_M$ (middle), and $J_D + J_M + J_C$. Note the attenuation of spurious artifacts with addition of reference model term (middle), and further improvement with petrophysical constraint term (bottom).

ages around $[x, z] = [1.5, 0.4]$ km. The LSRTM images that use the constrained model (4) show slight improvements when compared to its unconstrained counterpart (3): the most obvious feature is the mitigation of four diffraction-like artifacts around $[x, z] = [1.0, 0.3]$ km in the energy images. For a complete comparison among all images, we show LSRTM images with the true velocity (5) which represent the optimal result.
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Figure 9. Crossplots in $\lambda - \mu$ space of (a) well-log samples, whose apparent slope is used to construct the barriers; (b) unconstrained inverted model; (c) constrained inverted model; and (d) true model. The green contour lines indicate constant values of $J_C$. As opposed to the model points in (b), which do not follow a trend, the model pairs in (c) obey the imposed constrained constructed from (a) and conforms with the true model in (d).

Figure 10. Objective functions in decibel scale for unconstrained (dashed) and constrained (solid) ERWIs, which alternate between least-squares migration of model perturbations (red) and waveform inversion of background model (blue). Note how constrained ERWI performs better at the final iterations for both the smooth model (at iteration 44) and the image (final) inversions. Also, the constrained ERWI objective function for waveform inversion (solid blue) exhibits less variation when compared to its unconstrained counterpart (dashed blue).

4 CONCLUSIONS

We use the mixed-domain elastic reflection waveform inversion framework, coupled with petrophysical constraints, to achieve both high-quality images and plausible earth models. Smooth updates are possible for the background model by separating the wavefields into their background and scattered constituents, whose proper correlation provides low-wavenumber gradients. Our model constraints are based on a linear trend derived from petrophysical input, which deters the inversion from delivering unphysical models with crosstalk artifacts. Although our constrained ERWI method has an additional constraint term in the objective function, we achieve improved convergence compared to conventional data-misfit minimization. We advocate for direct incorporation of prior geological information into wavefield tomography, which thus leads to robust model estimates and high-quality images, even with sparse acquisition and poor subsurface illumination.
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Appendix A

Single-scattering and migration operators based on model perturbations

We can write single-scattering modeling as

$$\delta d = L \delta m = (K, AS) \delta m,$$  \hspace{0.5cm} (A.1)

where

$$S = \begin{bmatrix} -D_t u_0^0 & D_1 (u_{1,1}^0 + u_{1,3}^0) & 2D_1 u_{1,1}^0 + D_3 (u_{1,1}^0 + u_{1,3}^0) \\ -D_t u_3^0 & D_3 (u_{1,1}^0 + u_{1,3}^0) & 2D_3 u_{1,1}^0 + D_1 (u_{1,1}^0 + u_{1,3}^0) \end{bmatrix}$$ \hspace{0.5cm} (A.2)

and $A$ is the elastic wave-equation extrapolator. Indices $i, j = \{1, 3\}$ refer to $(x, z)$. $u_{i,j}^0$ is the $j$-th derivative of the $i$-th component of the background vector wavefield $u^0$. The superscript dot on $u_i^0$ indicates time differentiation. $D_t$, $D_1$, and $D_3$ indicate derivative operators in time, $x$, and $z$, respectively, which are applied to the scattered wavefield instead of the background wavefield in the adjoint of single-scattering
Elastic RWI with petrophysical model constraints

\[ \delta \mathbf{m} = Q^T \delta \mathbf{d} = \left( S^T A^T K L \right) \delta \mathbf{d}, \]  

(A.4)

where

\[ S^T = \begin{bmatrix} -u_0^0 D_1 & -u_0^0 D_1 \\ u_0^0 D_1 + u_0^3 D_3 & u_0^3 D_3 \\ 2u_0^0 D_1 + (u_0^0 + u_0^3) D_3 & 2u_0^3 D_3 + (u_0^0 + u_0^3) D_1 \end{bmatrix}. \]  

(A.5)

Most elastic LSRTM implementations use images based on model perturbations (Alves and Biondi, 2016; Feng and Schuster, 2017; Xu et al., 2016; Duan et al., 2017; Ren et al., 2017).

Appendix B

Waveform inversion gradients in isotropic elastic media based on adjoint-state method

The expression for the waveform inversion gradient in Equation 13 requires the computation of \( \frac{\partial A}{\partial \mathbf{m}} \), the derivative of the wave-equation operator with respect to model parameters (Tarantola, 1988; Tromp et al., 2005; Zhu et al., 2009). For each one of the model parameters, we have

\[ \frac{\partial A}{\partial \rho} \frac{\partial A}{\partial \lambda} \frac{\partial A}{\partial \mu} \begin{bmatrix} \rho \dddot{u} - \nabla (\nabla \cdot u) - \nabla \cdot \left( \mu \left( \nabla u + \nabla u^T \right) \right) - f \end{bmatrix}, \]  

(B.1)

which leads to (using chain rule)

\[ \begin{bmatrix} \frac{\partial A}{\partial \rho} \frac{\partial A}{\partial \lambda} \frac{\partial A}{\partial \mu} \end{bmatrix} \begin{bmatrix} \dddot{u} - \nabla (\nabla \cdot u) - \nabla \cdot \left( \mu \left( \nabla u + \nabla u^T \right) \right) - f \end{bmatrix}. \]  

(B.2)

Therefore, we rewrite Equation 13 as

\[ \frac{\partial J}{\partial \mathbf{m}_L} = \begin{bmatrix} \frac{\partial J}{\partial \rho} \frac{\partial J}{\partial \lambda} \frac{\partial J}{\partial \mu} \end{bmatrix} \begin{bmatrix} \dddot{u} \ast a - \nabla (\nabla \cdot u) \ast a - \nabla \cdot \left( \mu \left( \nabla u + \nabla u^T \right) \right) \ast a \end{bmatrix}. \]  

(B.3)

Equation B.3 shows that the gradient expression for waveform inversion uses similar derivative operators involved in wavefield extrapolation.