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ABSTRACT

Full waveform inversion of seismic data requires building the gradient of an objective function from simulated forward and adjoint wavefields to update the model. After each model update, wavefields need to be recomputed for the next iteration. Typical models are large and computing wavefields is computationally expensive. For time-lapse applications, the model is expected to change only in a local region, therefore much of the computing time is wasted in regions where the model does not need updating. The technique described in this paper outlines a process to localize the forward and adjoint wavefield propagation to a local domain such that the wavefields simulated locally are exact compared with those simulated in the full domain. The gradient of the objective function is also accurately built inside the local domain. The wavefields and gradient at each iteration are computed locally at a cost orders of magnitude lower than in the full domain, enabling more computationally efficient inversions. Wavefield localization facilitates more efficient FWI, while also constraining model updates to the local domain.

Key words: 4C, 4D, computational efficiency, localization, FWI

1 INTRODUCTION

As geophysical problems get larger, our ability to compute solutions efficiently depends on computation speed, and computational efficiency. While the first factor depend primarily on hardware advances, the second is more problem-dependent. An example is time-lapse full waveform inversion (FWI) (Virieux and Operto 2009; Tarantola 1984; Symes 2007; Pratt 1999). In this problem, seismic surveys are repeated multiple times, typically after injection or production, followed by iterative inversion to infer model changes between the baseline and subsequent surveys. The model update at each waveform inversion iteration is computed from the gradient of an objective function, which is simply the cross-correlation of forward and adjoint wavefields, as in reverse-time migration. The adjoint wavefield is computed using the data difference at the receivers as its source term. After each model update, the forward and adjoint wavefields must be recomputed to build the gradient for the next model update. In general, these models are large and computing wavefields is expensive. This problem is further exaggerated by the fact that for time-lapse applications the model is expected to change in a localized region of interest, and therefore much of the time spent simulating waves is wasted.

The technique described in this paper outlines a process to localize wavefield propagation and build FWI gradients inside a small domain at lower computational cost than using the full model. This is accomplished by using localization techniques (Vasmel and Robertsson 2016; Broggini et al. 2017; Willemsen et al. 2016) that essentially move the sources and receivers to the local domain of interest by assembling an equivalent localized experiment. Boundary conditions on the local domain are applied such that wavefields simulated cheaply in the local domain are the same as if they were computed using the full computational domain. The computational domain is thus restricted to the space of interest, making wavefields simulations less expensive.

Techniques for acoustic wavefield localization are introduced by van Manen et al. (2007) who explore perturbed scattering problems to show exact reconstruction in a local domain. Vasmel and Robertsson (2016) and Broggini et al. (2017) expand the theory with time-domain boundary condition on the local domain to exactly reproduce interior wavefields and show applications to seismic imaging. Willemsen et al. (2016) and Willemsen and Malcolm (2016) show boundary conditions in the frequency domain and FWI applied to updating salt boundaries. Time-lapse FWI in the frequency domain is discussed by Malcolm and Willemsen (2016). In this paper we show how the forward and adjoint wavefields can be localized in the time-domain, and how local gradients are built for accelerated time-lapse FWI. Reverse-time migration follows a similar process to building FWI gradients and benefits from wavefield localization.

Similar theory for localization exists for both elastic and
electromagnetic waves, meaning that localized inversion for these methods is also possible. Since all time-varying (acoustic, elastic, and electromagnetic) field methods can be solved locally using finite-differences, other computationally expensive processes, such as joint time-lapse inversion of seismic and electromagnetic data, can be explored in a local domain.

2 THE VECTOR-ACOUSTIC OPERATOR

Modeling seismic data is a game of tradeoffs. In an ideal world, one would use the most accurate elastic wave equation solver to simulate wavefields in a model. However, this process is computationally expensive and the number of needed model parameters grows with increasing model complexity. Inversion using the elastic wave equation is costly and needs to recover a multitude of physical properties. In isotropic media, one can employ an acoustic wave equation solver as an approximation to the elastic wave equation. This approximation loses the sensitivity to elastic properties, but gains computational speedup as wavefield simulations in acoustic media are significantly faster than in elastic. The number of model parameters recovered for acoustic inversion is also significantly smaller.

Standard marine seismic acquisition systems record only the acoustic pressure wavefield. However, recent technology advancements in marine seismic acquisition allows for the recording of vector acoustic seismic data, comprised of both pressure and particle velocity wavefields (Robertsson et al., 2008). The systems are also capable of using monopole and dipole sources (Halliday et al., 2012). Having access to vector acoustic wavefields provides opportunities to improve both reverse-time migration (RTM) depth-imaging and full waveform inversion (FWI) (Fleury and Vasconcelos, 2013). To model wavefields produced by these systems one must use the first order vector-acoustic wave equation, as discussed next.

To confine wavefields to a local domain, the pressure and particle velocity on the boundary of the domain needs to be computed. To accomplish this, we consider the first order vector-acoustic wave equations

\[
\frac{\partial v}{\partial t} + \nabla p = f \tag{1}
\]

\[
\frac{1}{\rho c^2} \frac{\partial p}{\partial t} + \nabla \cdot v = q, \tag{2}
\]

which couple the particle velocity \(v(x,t)\) with the pressure \(p(x,t)\) reconstructed from dipole \(f(x,t)\) and monopole \(q(x,t)\) sources. The wavefields propagate in a medium with spatially variable density \(\rho(x)\) and velocity \(c(x)\). The vector-acoustic equations are solved iteratively using finite-differences on a staggered grid in space and time, similar to a Yee lattice in electromagnetics (Yee, 1966). Implementing the staggering in space and time greatly increases the numerical stability of the system compared to the second order wave equation at the cost of computing an additional wavefield variable (\(v\)) at each time step. The pressure sits on the main grid at integer time steps and the particle velocity is shifted in space and exists at half time steps. The equations are solved in a leapfrog scheme: particle velocity is derived from the preceding pressure, and pressure is derived from the preceding particle velocity. A layout of the pressure and particle velocity grids is shown in Figure 1. The black grid is for pressure and the blue and green grids are for particle velocity. The latter grids are shifted in space by their respective offsets and exist half a time step ahead of the pressure grid. The monopole \(q\) source term exists at half time steps, at the same times as the particle velocity grids. The dipole \(f\) source term exists at full time steps with the pressure grid.

We can use the system of equations (1) and (2) to define a linear operator \(L\) linking source wavefield \(w_s(x,t)\) and data at the source locations \(d_s(t)\)

\[
Lw_s = d_s. \tag{3}
\]

The forward wave propagation operator \(L\), source wavefield \(w_s(x,t)\), and data at the source locations \(d_s(t)\) are defined as

\[
L = \begin{bmatrix}
\frac{\Delta x}{\rho c} & 0 & 0 & \cdots \\
-\frac{\Delta x}{\rho c} & \frac{\Delta x}{\rho c} & 0 & \cdots \\
0 & -\frac{\Delta x}{\rho c} & \frac{\Delta x}{\rho c} & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
D & 0 & 0 & \cdots & \frac{1}{\rho c \Delta x} & 0 & \cdots \\
0 & D & 0 & \cdots & -\frac{1}{\rho c \Delta x} & \frac{1}{\rho c \Delta x} & \cdots \\
0 & 0 & D & \cdots & 0 & -\frac{1}{\rho c \Delta x} & \frac{1}{\rho c \Delta x} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots
\end{bmatrix},
\]

(4)
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Figure 2. Visual representation of the forward and adjoint operators in the full domain. The forward operator \( L \) creates the source wavefield \( w_s \) from the data \( d_s \) at the source \( s \), and is measured at the receivers \( r \). The adjoint creates the adjoint wavefield \( w_r \) from the data \( d_r \) at the receivers \( r \) and is measured at the sources \( s \).

\[
w_s = \begin{bmatrix} v_0 \\ v_1 \\ v_2 \\ \vdots \\ p_0 \\ p_1 \\ p_2 \\ \vdots \end{bmatrix}, \quad \text{and} \quad d_s = \begin{bmatrix} f_0 \\ f_1 \\ f_2 \\ \vdots \\ q_0 \\ q_1 \\ q_2 \\ \vdots \end{bmatrix}.
\]

(5)

Numerical subscripts in \( w_s \) and \( d_s \) denote the timestep. \( G \) is the gradient operator \((\nabla )\) and \( D \) is the divergence operator \((-\nabla \cdot )\). The gradient operator performs spatial derivatives on pressure and shifts information spatially from the pressure grid to the particle velocity grid. The divergence operator performs spatial derivatives on particle velocity and shifts information spatially from the velocity grid to the pressure grid. The top left and bottom right blocks on \( L \) perform the finite-difference time derivative of the particle velocity and pressure wavefields. These derivatives allow for temporal movement from pressure to particle velocity (bottom right) and particle velocity to pressure (top left). Through these operations, all quantities are placed on the correct grids as required by the wave equations \([1]\text{ and }[2]\). The system in equation \([3]\) is solved forward in time for \( w_s \) starting with the first particle velocity time step \( v_0 \), then \( p_0, v_1, p_1, \) etc. The resulting wavefield \( w_s \) is the state variable needed for waveform inversion. The data this wavefield produces at receiver locations \( d_r(t) \) is found by spatially restricting the wavefield to the receivers. Figure \([2]\) depicts how forward problem is solved. The source term \( d_s \) is injected at the source location and is propagated forward in time using \( L \), producing the source wavefield \( w_s \). The wavefield \( w_s \) is saved at the receiver locations to produce \( d_r \).

The adjoint wavefield is found using the adjoint modeling operator

\[
d_r = L^\dagger w_r
\]

(6)

to solve for the adjoint wavefield \( w_r \) given the data at the receiver locations. \( L^\dagger \) is the adjoint of the wave propagation operator \( L \) and is defined as

\[
L^\dagger = \begin{bmatrix}
\frac{\partial}{\partial t} - \frac{\partial}{\partial x_1} & 0 & \cdots & 0 \\
0 & \frac{\partial}{\partial x_1} - \frac{\partial}{\partial x_2} & \cdots & 0 \\
0 & 0 & \cdots & \frac{\partial}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\partial}{\partial x_n} \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix}
\]

(7)

\( D^\dagger \) and \( G^\dagger \) are the adjoint of the corresponding operators. \( D^\dagger \) describes the negative gradient operator \((-\nabla)\) and \( G^\dagger \) describes the negative divergence operator \((-\nabla \cdot)\). This system is solved for the adjoint \( w_r \) wavefields in reverse time, starting with \( q_{Nt} \), then for \( f_{Nt}, q_{Nt-1}, f_{Nt-1}, \) etc. The receiver wavefield (the adjoint state variable) is restricted spatially to obtain the data at the source \( d_s \).

The forward and adjoint wavefields can be used to solve tomographic problems using the adjoint-state method \([\text{Pressix 2006, Tromp et al. 2004, Fichtner and Trampert 2011}]\), which is an efficient way of computing model gradients. In this method the state variable \((\text{the forward wavefield } w_s)\) is computed using equation \([3]\). The adjoint source is derived by taking the difference between the observed and predicted wavefields at the receiver locations \( (\text{adjoint wavefield } w_r) \). The adjoint source is used to create the adjoint variable \((\text{adjoint wavefield } w_r)\) using equation \([3]\). The gradient of the model, which can be used for FWI, is the zero-lag crosscorrelation of the state and adjoint variables. The gradient requires two wavefield simulations, one for each state variable at every iteration, which can be computationally expensive depending on the size of the model.

### 3 Wavefield Localization

In 4D FWI, the model is expected to change in a localized region of interest due to a known production or injection event. This means that much of the time spend computing the forward and adjoint wavefields is in a portion of the model that does not change between model updates. It is significantly more efficient to localize the wavefields to the region of interest, with the constraint that the waves that propagate inside the local region are the same as the waves simulated in the full domain.

Consider the schematic geometry in Figure \([2]\). Using equations equation \([3]\) and \([6]\) we can compute the forward and adjoint wavefields between the sources and receivers and obtain a gradient to update the model. Assuming that perturbations only occur in the region \( \Omega \), we can simulate wavefields from data recorded on \( \partial \Omega \) using Rayleigh’s Reciprocity Theorem \([\text{de Hoop 1995, Vassnel and Robertsson 2016}]\).
On the source side, the data at the source is propagated using $L$ and propagated using $L^T$ to produce the local source wavefield $\bar{w}_s$. On the receiver side, the data at the receiver $d_r$ is propagated using $L^T$ and measured on $\partial\Omega$. The local adjoint source term $\bar{k}$ is defined as $\bar{k} = \bar{d}$ to produce the local adjoint wavefield $\bar{w}_r$.

$$p = \oint_{\partial\Omega} [p_A \ast \mathbf{v}_B - \mathbf{v}_A \ast p_B] \mathbf{n} dS = \int_\Omega [p_A \ast q_B - q_A \ast \mathbf{f}_B - q_A \ast p_B + \mathbf{f}_A \ast \mathbf{v}_B] dV.$$  (8)

The symbol $\ast$ denotes temporal convolution. Rayleigh’s Reciprocity Theorem links the acoustic states, $A$ and $B$, of a region $\Omega$ bounded by $\partial\Omega$ with outward pointing normal $\mathbf{n}$. The acoustic states can have different source terms inside $\Omega$, but as long as the wavefields on the boundary are known, the wavefields inside the region can be computed. If we replace the $B$ acoustic state source terms with the Green’s function, we obtain

$$p = \oint_{\partial\Omega} [p \ast \mathbf{G}_f + \mathbf{v} \ast \mathbf{G}^q] \cdot \mathbf{n} dS$$  (10)

as the boundary condition to reconstruct the wavefields inside $\Omega$ (Broggini et al., 2017). $G$ is the Green’s function, where the superscript denotes the source type. The left-hand side represents the pressure at any location inside $\Omega$, and the right-hand side values exist on the boundary. The Green’s function acts as a propagator that moves energy from the boundary to the inside of the domain, and can be replaced with weighted source terms on the boundary, $G^f$ is replaced with dipole sources weighted by $p \mathbf{n}$ and $G^q$ is replaced with monopole sources weighted by $\mathbf{v} \cdot \mathbf{n}$. Therefore, equation (10) states that if the pressure $p$ and particle velocity $\mathbf{v}$ wavefields on the boundary are known on $\partial\Omega$ in the full domain, the $\partial\Omega$ sources $q$ and $f$ can be derived such that the localized pressure and particle velocity wavefields are equivalent to those computed in the full domain. The sources on $\partial\Omega$ are

$$f_{\partial\Omega} = p_{\partial\Omega} \mathbf{n}$$

$$q_{\partial\Omega} = \mathbf{v}_{\partial\Omega} \cdot \mathbf{n}.$$  (11)

We can also write the new localized source term on $\partial\Omega$ as

$$\bar{d}_{\partial\Omega} = \mathbf{N} d_{\partial\Omega}.$$  (12)

The operator $\mathbf{N}$ acts on $\partial\Omega$, the measured data on $\partial\Omega$ in the full domain, to produce the localized source terms $\bar{d}_{\partial\Omega}$ on $\partial\Omega$. Our convention is that the overbar denotes derived terms that are used for localization, whereas the subscript denotes where the quantity exists. Therefore, the operator $\mathbf{N}$ is defined as

$$\mathbf{N} = \begin{bmatrix} 0 & \mathbf{n} \\ \mathbf{n} & 0 \end{bmatrix}.$$  (13)

Localizing the adjoint wavefield mirrors the forward. We simulate the adjoint wavefield by time reversal and capture it on $\partial\Omega$ to get the adjoint source terms $\bar{k}_{\partial\Omega}$. Therefore, the new adjoint sources are

$$\mathbf{N} \bar{k}_{\partial\Omega} = \bar{\mathbf{k}}_{\partial\Omega}.$$  (14)

Here $\bar{k}_{\partial\Omega}$ is the measured adjoint wavefields on $\partial\Omega$ in the full domain and $\bar{k}_{\partial\Omega}$ is the new source term on $\partial\Omega$ necessary to simulate the adjoint wavefields in the local domain. Substituting the local forward and adjoint source terms into the forward and adjoint equations yields the linear system

$$\mathbf{L} \bar{w}_s = \bar{d}_{\partial\Omega}$$

$$\bar{k}_{\partial\Omega} = \mathbf{L}^T \bar{w}_r$$  (15)

required to solve for the localized forward $\bar{w}_s$ and adjoint $\bar{w}_r$ wavefields. By using the derived sources on the boundary of the local region, the wavefields inside the region will be unchanged, and are confined to a small region of the model, thus reducing computational cost considerably.

### 4 Examples

To illustrate this concept of localization, consider a $300 \times 200 \times 200$ gridpoint subset of the SEAM model and a $100^3$ gridpoints subdomain centered around a 0.90km radius sphere ($\Omega$), Figure 3. The large velocity model is the full domain and the region highlighted by the black circles form the smaller velocity model and the local domain. The local domain is an order of magnitude smaller than the full domain, which is in-
Figure 4. Subset of the SEAM velocity model used for the full domain simulations. The local domain boundary $\partial \Omega$ is highlighted in black.

This process of wavefield localization relocates sources and receivers to an interior surface $\partial \Omega$ in a process similar to redatuming. The sources on $\partial \Omega$ are able to confine propagating waves to the small region; any outgoing waves are canceled out by these boundary sources. The derived forward and adjoint sources therefore form the boundary condition on $\Omega$. If the velocity model inside $\Omega$ changes, the total wavefield propagates inside $\Omega$ and the boundary condition cancels out the wavefield that propagate in the original model (the background wavefield). We are then left with the scattered wavefield on $\partial \Omega$. The adjoint wavefields in the local domain also match inside the local domain as if they were computed in the full domain. The boundaries of the local domain cancel out the wavefields and confine them to propagating inside $\partial \Omega$ for both forward and the adjoint wavefields.

This process of wavefield localization relocates sources and receivers to an interior surface $\partial \Omega$ in a process similar to redatuming. The sources on $\partial \Omega$ are able to confine propagating waves to the small region; any outgoing waves are canceled out by these boundary sources. The derived forward and adjoint sources therefore form the boundary condition on $\Omega$. If the velocity model inside $\Omega$ changes, the total wavefield propagates inside $\Omega$ and the boundary condition cancels out the wavefield that propagate in the original model (the background wavefield). We are then left with the scattered wavefield on $\partial \Omega$, which can be compared (subtracted) from the observed data relocated to $\partial \Omega$ to form the adjoint source. This implies that once the source and receiver wavefields are localized, we have access to all of the necessary information for FWI restricted to the domain $\Omega$.

Consider a velocity model that has a perturbation confined to $\Omega$, simulating the time-lapse change in the model (Figure 5). The gradient in the full domain is built by crosscorrelation of the forward $w_s$ and adjoint $w_r$ wavefields. In the local domain, the gradient is computed from the crosscorrelation of the local forward $w_s$ and adjoint $w_r$ wavefields. To compute the local adjoint source $\bar{\k}$ we relocate the observed data at the receiver to $\partial \Omega$ and take the data difference with the predicted wavefields on $\partial \Omega$. Once the observed and predicted wavefields are moved to $\partial \Omega$, the full domain can be ignored because the localized forward operator computes the scattered wavefield on $\partial \Omega$. Figure 5 shows the result of computing the pressure gradient in the full and the local domains. Since the wavefields are accurately localized, the gradients are also localized, and the full and local domain solutions match.

5 CONCLUSION

Time-lapse seismic FWI can be computationally expensive due to the size of the models used for wavefield propagation. We propose a method to localize the forward and adjoint wavefields required by FWI to compute gradients at significantly lower computational cost (orders of magnitude in 3D) in a local domain. The localization is enabled by boundary condition derived from Rayleigh’s Reciprocity Theorem. The wavefields and gradients in the local domain match exactly their counterparts computed in the full model.
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Figure 5. The forward pressure wavefields in the (left) full domain and (right) local domain.
Figure 6. The adjoint pressure wavefields in the (left) full domain and (right) local domain.
Figure 7. True velocity model for the construction of the observed wavefields at receivers. The boundary of the local domain is highlighted in black.


