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ABSTRACT
Gaussian beam migration (GBM) is an effective imaging method that has the ability to image multiple arrivals while preserving the advantages of ray-based methods. We have extended this method to linearized least-squares imaging for elastic waves in isotropic media. We have dynamically transformed the multicomponent data to the principal components of different wave modes using the polarization information available in the beam migration process, and then we use Gaussian beams as wavefield propagator to construct the forward modeling and adjoint migration operators. Based on the constructed operators, we formulate a least-squares migration scheme that is iteratively solved using a preconditioned conjugate gradient method. With this method, we can obtain crosstalk-attenuated multiwave images with better subsurface illumination and higher resolution than those of the conventional elastic Gaussian beam migration. This method also allows us to achieve a good balance between computational cost and imaging accuracy, which are both important requirements for iterative least-squares migrations. Numerical tests on two synthetic data sets demonstrate the validity and effectiveness of our proposed method.

INTRODUCTION
Depth migration is an important step of multicomponent data processing. A common procedure for migrating multicomponent data in practice is to assume that downward propagation from the source location occurs as P-waves, which are reflected as either P-waves or S-waves to be recorded by multicomponent receivers. Then, treating the z-component data as P-waves and the radial-components as PS-waves and migrating them separately using acoustic methods. However, this approach suffers from (1) crosstalk noise caused by directly migrating the coupled elastic waves and (2) inaccurate imaging polarity for converted-wave imaging because polarity reversal is no longer at the zero offset when the P/S velocity ratio varies (Rosales and Rickett, 2001). To make full use of the vector wavefields and obtain high-quality multiwave images, we should approach this problem using elastic imaging methods.

Elastic Kirchhoff migration (EKM) is typically used for migrating multicomponent data (Kuo and Dai, 1984; Hokstad, 2000). This technique computes traveltime and polarization information for PP- and PS-waves via ray tracing, and it sums the vector data along traveltime trajectories. EKM offers a high level of efficiency. However, it suffers from the limitations of classic ray theory, including amplitude singularity in caustic regions and difficulties for imaging multiple arrivals (Gray et al., 2001). Another kind of elastic migration method is elastic reverse time migration (ERTM) (Yan and Sava, 2008; Du et al., 2012, 2017; Duan and Sava, 2015), in which a numerical solution to the elastic-wave equation is used to extrapolate the P- and S-wave wavefields simultaneously, followed by wave mode separation during the imaging process. Although ERTM has high imaging accuracy, its computational efficiency is low, which significantly hinders its practical application. Gaussian beam migration (GBM) is an elegant imaging method (Hill, 1990, 2001; Hale, 1992; Gray, 2005; Nowack et al., 2005; Gao et al., 2006; Gray and Bleistein, 2009; Yue et al., 2012, 2019a, 2019b) because it not only preserves the high efficiency of ray-based migration methods, but it also achieves high level of accuracy by migrating multipath arrivals. Recently, Protasov and Tcheverda (2012), Li et al. (2018), and Yang et al. (2018a) successfully extend GBM to elastic isotropic media, providing a competitive alternative to imaging elastic waves.

Least-squares migration (LSM) seeks a reflectivity model that can predict data consistent with the observed data (Nemeth et al., 1999; Duquet et al., 2000; Zeng et al., 2014; Zhang et al., 2015). It is used to compensate for acquisition noise, poor sampling of sources and receivers on the surface, as well as poor illumination methods.
of the subsurface. LSM can be implemented using the Kirchhoff integral (Nemeth et al., 1999; Duquet et al., 2000) or wave-equation propagators (Zeng et al., 2014; Zhang et al., 2015). Hu et al. (2016) and Yang et al. (2018b) show that LSM can also be effectively implemented using Gaussian beams. For imaging elastic waves, the existing elastic LSM (ELSM) methods are mainly implemented with the two-way wave propagator (Duan et al., 2017; Feng and Schuster, 2017). However, because the computational cost of one iteration of ELSM is twice that of conventional ERTM, the expense of all ELSM iterations is often prohibitively high in large-scale applications.

To provide an efficient approach of ELSM, we propose elastic least-squares Gaussian beam migration (ELSGBM), which can not only produce better illuminated elastic images with enhanced resolution and attenuated crosstalk, but it can also achieve a good balance between computational cost and imaging accuracy. Instead of using vector Gaussian beams to extrapolate the elastic wavefields with Cartesian components (Protasov and Tcheverda 2012; Li et al., 2018; Yang et al., 2018a), we choose an equivalent but simpler approach by extrapolating principal component wavefields using scalar wave propagators (Goertz, 2002; Schleicher et al., 2007; Stolt and Weglein, 2012), which is helpful in constructing the conjugate migration and modeling operators. We dynamically transform multicomponent data to the principal components of different wave modes using the polarization vectors available in the migration process, and then we use scalar Gaussian beams as the wave propagator to construct the forward modeling and the adjoint migration operators. Based on the constructed operators, we formulate LSGM for elastic waves and use a preconditioned conjugate gradient (Nemeth et al., 1999) to iteratively solve for the optimal images.

To verify the validity and effectiveness of the method, we use two synthetic data sets and show that ELSGBM is capable of producing elastic images with high resolution and balanced amplitudes and suppressing crosstalk noise caused by the coupled elastic waves.

**METHOD**

We assume a 3D elastic and smoothly inhomogeneous isotropic medium with a free-space acquisition surface. The multicomponent data \( u(x, x_s, \omega) \) recorded at receiver \( x_s \) are generated by an omnidirectional point source with coordinate \( x_s \). In the derivations, we use superscripts to denote the wave modes and subscripts to denote the Cartesian components of elastic waves. There is no summation on the repeated indices throughout this paper.

**Principal components of elastic waves**

According to the zero-order ray theory (Červený, 2001), we can use three mutually orthogonal, right-handed unit vectors \( e_1, e_2, e_3 \) of the ray-centered coordinate system to represent the polarization vectors of the principal components of S1-waves, S2-waves, and P-waves, respectively. Although \( e_3 \) is always perpendicular to the wavefront, unit vectors \( e_1, e_2 \) can be arbitrarily rotated about \( e_3 \).

Considering the ray from the receiver location (see Figure 1), if we rotate the unit vector \( \hat{e}_1, \hat{e}_2 \) at the scattering point about \( \hat{e}_3 \) and particularly make \( \hat{e}_1 \) parallel to the plane of incidence defined by source and receiver ray slowness vectors, then the rotated \( \hat{e}_1 \) and \( \hat{e}_2 \) become the polarization vectors of SV- and SH-waves (denoted as \( \hat{e}_S\hat{V}, \hat{e}_S\hat{H} \) in Figure 1), respectively. With this particular choice, the S1- and S2-waves (now as SV- and SH-waves) are fully uncoupled and the matrix of reflection coefficients in isotropic elastic media simplifies to five nonzero components, instead of nine (Červený, 2001; Goertz, 2002). We can apply the same rotation process to the unit vectors \( e_1, e_2, e_3 \) at the receiver location to obtain the polarization vectors \( e_{SV}, e_{SH}, e_P \) and use them to transform the recorded multicomponent data \( u(x, x_s, \omega) \) to the three principal components \( u_{SV}, u_{SH}, u_P \) of elementary SV-waves, SH-waves, and P-waves by

\[
\begin{pmatrix}
  u_{SV} \\
  u_{SH} \\
  u_P
\end{pmatrix} = H^T
\begin{pmatrix}
  u_x \\
  u_y \\
  u_z
\end{pmatrix},
\]

where

\[
H = (e_{SV}, e_{SH}, e_P) =
\begin{pmatrix}
  e_{SV} & e_{SH} & e_P \\
  e_{SV} & e_{SH} & e_P \\
  e_{SV} & e_{SH} & e_P
\end{pmatrix},
\]

denotes the transformation matrix from the ray-centered coordinate system to the Cartesian coordinate system at the receiver location. Because the matrix depends on the rotation process, which varies with different scattering points, this transformation must be dynamically implemented during the modeling or migration process. After this transformation, each principal component can be considered as scalarized elastic wavefields and extrapolated by a scalar wavefield operator (Jackson et al., 1991; Takahashi, 1995; Goertz, 2002; Lüth et al., 2005; Schleicher et al., 2007). Based on this idea, we derive the forward modeling and migration operators of elastic waves using the scalar Green’s function in the following sections.
Elastic wave Born modeling formula

With the notated assumptions, we can apply the linearized single-scattering theory (Aki and Richards, 2002; Stolt and Weglein, 2012) to derive the elastic wave Born modeling formula. For a source generating omnidirectional downgoing waves with wave mode \( \nu \), the recorded principal component wavefields \( u^w(x, x, \omega) \) with upgoing wave mode \( \nu \) can be represented as

\[
u^w(x, x, \omega) = e^w(x, x) \cdot u(x, x, \omega) = \omega^2 \int dx F(\omega) G^w(x, x, \omega) M^{\nu w}(x) G(x, x, \omega),
\]

(3)

where \( F(\omega) \) is the source wavelet, \( M^{\nu w}(x) \) is the scattering potential at scattering point \( x \), \( G^w(x, x, \omega) \) is the upgoing scalar Green’s function with wave mode \( \nu \), and \( G(x, x, \omega) \) is the downgoing scalar Green’s function with wave mode \( \nu \). After taking account of all possible down- and upgoing wave modes, we can write the forward modeling formula in operator form:

\[
u(x, x, \omega) = \omega^2 \int dx F(\omega) H G(x, x, \omega) M(x) G(x, x, \omega),
\]

(4)

where \( H \) is the transformation matrix defined in equation 2 and \( M(x) \) is the scattering potential matrix that has five nonzero components

\[
M(x) = \begin{pmatrix}
M_{SS} & 0 & M_{SV} \\
0 & M_{SH} & 0 \\
M_{PS} & 0 & M_{PP}
\end{pmatrix},
\]

(5)

where \( G(x, x, \omega) \) is the \( 3 \times 3 \) diagonal matrix of the upgoing Green’s functions

\[
G(x, x, \omega) = \text{diag}(G^w, G^h, G^p),
\]

(6)

and \( G(x, x, \omega) \) is the \( 3 \times 1 \) column matrix of the downgoing Green’s functions

\[
G(x, x, \omega) = (G^w, G^h, G^p)^T.
\]

(7)

Elastic wave Gaussian beam Born modeling

The choice of Green’s function in equations 6 and 7 determines the Born modeling method. Instead of choosing the classic ray solution, which results in conventional ray-Born modeling (Červený and Coppoli, 1992), we express the Green’s function as a summation of Gaussian beams, which can easily account for multipathing and ensure nonsingular amplitudes. With the derivations in Appendix A, we arrive at the elastic Gaussian beam Born (EGB) modeling formula as a sum over sparsely spaced beam center locations \( L \):

\[
u_m(x, x, \omega) = -\Phi \sum_w \sum_v \sum_L \int dp_x dp_y p_z \nu(w) \times U_m^w(L, x, p^w, \omega) \times \exp \left[ -i \omega p^w \cdot (x - L) / \rho \right] ^2, \quad (8)
\]

where \( \nu_m(x, x, \omega) \) represents the modeled multicomponent data, \( \Phi \) is a frequency-dependent term defined in equation A-9, \( L \) represents the beam center location with spacing \( \Delta L \), \( p = (p_x, p_y, p_z)^T \) is the initial ray parameter vector of the central ray at the surface, and \( \omega_0 \) and \( \omega \) are the reference frequency and initial half-width of Gaussian beams (Hill, 1990, 2001), respectively. The term \( U_m^w(L, x, p^w, \omega) \) represents the modeled \( m \)-component plane waves for the upgoing wave mode \( \nu \) and downgoing wave mode \( \nu \), and it is expressed as

\[
u_m^w(L, x, p^w, \omega) = \sum_d \int dp_x dp_y p_z \int dx F(\omega) \times e^{i p^w \cdot (x - L)} \times (A_{R}^w(L, x) + i A_{I}^w(L, x)) \times \exp \left[ -i \rho \right], \quad (9)
\]

where \( e^{i p^w \cdot (x - L)} \) is the polarization vector of the upgoing waves at the beam center location and the amplitudes \( A_{R}^w(L, x), A_{I}^w(L, x) \) and traveltimes \( \tau_{R}^w, \tau_{I}^w \) are defined in equation A-5.

The summation in equation 8 accumulates the modeled multicomponent plane waves at each beam center to the nearby receiver wavefields. It implies an inverse slant stack operation, which can be efficiently implemented in frequency-wavenumber domain. Equation 9 represents a combined smearing and convolution process, which is computed in the time domain to ensure efficiency.

Computational steps of EGB modeling

The workflow of EGB modeling for simulating a multicomponent shot gather can be summarized as follows:

1) Prepare smoothed velocities and determine the necessary modeling parameters such as the beam initial width, ray parameter spacing, and beam center spacing (Hill, 1990, 2001).
2) For a source with wave mode \( \nu \), trace the central rays from the source location with different initial ray parameters and save the calculated beam tables for repeated use in the iterative LSM process.
3) For a selected upgoing wave mode \( \nu \), calculate and save the receiver beam tables at each beam center location as in step 2.

a) For each beam center \( L \), loop over the source and receiver beam pairs.

I) Calculate \( e^{i p^w \cdot (x - L)} \) and other quantities in equation 9 for each scattering point \( x \) in the aperture illuminated by source and receiver beams.
II) Smear the scattering amplitude \( M^{\nu w}(x) \) onto the temporary multicomponent tau-\( p \) panels by evaluating equation 9.

b) After repeating step a for all beam centers, convolve the temporary tau-\( p \) panels with the source wavelet to produce
the modeled multicomponent local plane waves $U_{mn}^w(L, x_r, p^w, \omega)$.

c) Accumulate the local plane waves at each beam center to the nearby receivers by evaluating equation 8 to obtain the multicomponent data corresponding to the selected upgoing wave mode.

4) Repeat step 3 for other upgoing wave modes and add the results together, then the final multicomponent shot gather $u_m(x_s, x_r, t)$ simulated by EGB modeling is obtained.

Adjoint elastic Gaussian beam migration

Elastic migration is defined as the adjoint operator of forward modeling. From equation 3, we can write the shot domain migration formula as

$$M^{wv}(x) = \int d\omega \int dx_r \omega^2 F^v(\omega) G^{wv} (x, x_r, \omega)$$

$$\times [e^w(x, x_r) \cdot u(x_r, x_s, \omega)] G^{v*} (x, x_r, \omega),$$

(10)

where superscript * denotes the complex conjugate. Here, we also use the summation of Gaussian beams to calculate the Green’s function. By inserting equation A-1 into equation 10, we have

$$M^{wv}(x) = -\frac{\omega^4}{4\pi^2} \int d\omega \int dx_r \omega^2 F^v(\omega)$$

$$\times \int \int \int \frac{dp^v_x dp^v_y}{p^v_z} \int \int \frac{dp^w_x dp^w_y}{p^w_z}$$

$$\times [A_R^{wv}(x_r, x_s) - iA_T^{wv}(x_r, x_s)]$$

$$\times \exp[-i\omega r^{wv}(x_r, x_s) - \omega r_T^{wv}(x_r, x_s)]$$

$$\times [e^w(x, x_r) \cdot u(x_r, x_s, \omega)],$$

(11)

To accelerate migrations, we apply the same strategies as in equations A-6 and A-7, and we arrive at the final expression of elastic Gaussian beam migration (EGBM):

$$M^{wv}(x) = -\sum_L \int d\omega \int \frac{dp^w_x dp^v_y}{p^w_z} \int \frac{dp^v_x dp^v_y}{p^v_z}$$

$$\times [A_R^{wv}(L, x_r) - iA_T^{wv}(L, x_r)] D^w(L, p^w, \omega)$$

$$\times \exp[-i\omega r^{wv}(L, x_r) - \omega r_T^{wv}(L, x_r)],$$

(12)

where $D^w(L, p^w, \omega)$ is the tapered slant stack of the principal component of the selected wave mode $w$:

$$D^w(L, p^w, \omega) = \Phi F^v(\omega)$$

$$\times \int dx_r [e^v(L, x_r) \cdot u(x_r, x_s, \omega)]$$

$$\times \exp[i\omega p^w \cdot (x_r - L) - \frac{\omega^2}{2\omega_0^2} \frac{|x_r - L|^2}{2\omega_0^2}].$$

(13)

Equations 12 and 13 are asymptotically equivalent to the EGBM formulas of Li et al. (2018) derived using vector Gaussian beams (their equations 18 through 20, with free-space surface condition A-11), which also confirms our proposed scalar beam approach to extrapolating principal components of elastic waves.

The implementation of EGBM is similar to that of conventional GBM, except for the dot-product operation in equation 13, which represents a model-driven elastic wave mode separation that projects the multicomponent data recorded at receiver location $x_r$ onto the expected polarization vector approximately evaluated at beam center location $L$. This operation extracts the pure wavefields corresponding to a given wave mode and simultaneously suppresses crosstalk with other wave modes. Moreover, this operation also ensures correct imaging polarity for converted waves. If the velocity model is accurate enough, the modeled polarity is similar to the polarity contained in the data, and thus the dot-product produces a positive projection.

Least-squares migration

ELSGBM aims to find the multiwave images that best predict, in a least-squares sense, the
recorded multicomponent seismic data. ELSGBM is implemented in the shot domain, and its misfit function is built using the $l_2$ norm of residuals between the modeled and recorded multicomponent data:

$$J = \frac{1}{2} ||Lm - d||^2.$$  \hspace{1cm} (14)

where $m$ is the prestack multiwave images defined in equation 5, $d$ is the recorded multicomponent data, and $L$ is the EGB modeling operator whose adjoint is defined as $L^T$. We compute the multiwave gradients using multicomponent data residuals, and we use a preconditioned conjugate gradient method (Nemeth et al., 1999) to simultaneously update the images.
\[ m^{(k+1)} = m^{(k)} - \alpha d_k^{(k)}, \]  
(15)

where \( d_k^{(k)} \) is the revised conjugate gradient direction of the \( k \)th iteration and \( \alpha \) is the corresponding step length. They can be calculated with the following equations:

\[ d_k^{(k)} = C g^{(k)} + \beta d_k^{(k-1)}, \]  
(16)

\[ \alpha = \frac{(d_k^{(k)})^T g^{(k)}}{(L_k^{(k-1)})^T (L d_k^{(k-1)})}, \]  
(17)

where preconditioner \( C \) is the inverse of diagonal Hessian (Plessix and Mulder, 2004; Yang et al., 2018b) and is used to accelerate the convergence. We can efficiently use beam tables to compute the diagonal Hessian on the coarse grid and then interpolate it onto the fine imaging grid. The terms \( g^{(k)} \) and \( \beta \) are the gradients and step length of the \( k \)th iteration, respectively, using the steepest-descent method, which are expressed as

\[ g^{(k)} = L^T (L m^{(k)} - d), \]  
(18)

\[ \beta = \frac{(g^{(k)})^T (C g^{(k)})}{(g^{(k-1)})^T (C g^{(k-1)})}. \]  
(19)

EXAMPLES

The effectiveness of ELSGBM is now demonstrated with two synthetic examples: (1) a multilayer model and (2) a modified Marmousi2 model. We compute multiwave images using different beam migration algorithms and compare them to demonstrate the improvements in the image resolution and illumination of ELSGBM. We also extract angle-domain common image gathers (ADCIGs), which are indexed by migration opening angle and easily implemented using ray-angle information available in beam migrations, to show the suppression of crosstalk after ELSGBM. In addition, we verify the efficiency advantage of ELSGBM by comparing the computational cost between EGB modeling and finite-difference (FD) modeling.

Multilayer model

We first demonstrate the advantages of ELSGBM using a multilayer model, whose grid size is \( 1000 \times 550 \) with lateral spacing 10 m and vertical spacing 5 m. The P- and S-wave velocities are shown in Figure 2a and 2b, respectively, and they are smoothed using a damped least-squares algorithm (Popov et al., 2010) to meet the requirement of ray-tracing as well as ray-Born modeling. We use an \( O(2, 8) \) staggered-grid FD solver of elastic wave equation to generate 200 multicomponent shot gathers using an explosive P-wave source with a 20 Hz Ricker wavelet and a nonfree measurement surface. The shot spacing is 30 m, and each shot gather has 241 receivers with 20 m spacing. We also compute the same data using EGB modeling with the multiwave scattering potentials shown in Figure 3 to compare with the FD-modeled results and verify the simulation accuracy. The modeled x- and z-component data are shown in Figure 4a–4d, respectively. We can see that the multicomponent data produced by EGB modeling are similar to the FD-modeled results, except the direct waves, multiples, and wide-angle reflections, which are not accounted for in EGB modeling (marked by the black arrows). The comparisons show that EGB modeling is an accurate method to simulate the first-order elastic waves.
We test migration algorithms on the FD-modeled data, whose first arrivals are muted in advance using a linear mute function, to demonstrate the advantages of ELGSM. First, we use acoustic Gaussian beam migration (AGBM) to migrate the $z$-component data to produce approximate PP-imaging results and the polarity-reversed $x$-component data to produce approximate PS-imaging results (reversing the polarity of the data with a negative offset and using the S-wave velocity to compute the receiver beams), shown in Figures 5 and 6, respectively. Although AGBM correctly recovers subsurface structures in the PP- and PS-images (Figures 5a and 6a), migrating single-component data using AGBM causes strong crosstalk (marked by the black arrows) in the extracted ADCIGs (Figures 5b and 6b), which results from migrating the coupled elastic wavefields using unmatched velocities. The crosstalk may be partially attenuated in the AGBM stacked image (Figures 5a and 6a), but its nonflat appearance in ADCIGs inevitably complicates the velocity updating. We next use the proposed ELGSM to migrate the $x$- and $z$-component data. The imaging results after one iteration (known as adjoint EGBM) are shown in Figures 7 and 8. We can see that EGBM produces similar stacked images (Figures 7a and 8a) as AGBM, but the crosstalk noise is significantly attenuated in ADCIGs due to the dot-product operation (equation 13) embedded in EGBM (Figures 7b and 8b). Figures 9 and 10 show the PP- and PS-imaging results after 15 iterations of ELGSM. Compared with AGBM and EGBM, ELGSM generates improved resolution and more balanced illumination and the extracted ADCIGs are almost free of crosstalk noise.

To demonstrate the superiority of ELGSM over conventional acoustic LSM, we compute the PP- and PS-images using acoustic least-squares Gaussian beam migration (ALSGM), and they are shown in Figure 11a and 11b, respectively. We can see that ALSGM images show apparent crosstalk noise emerging as false structures (marked by the black arrows).

Next, we calculate the spectra of the EGBM and ELGSM images shown in Figure 12. We find that the ELGSM images (the red curves) have a broader bandwidth at the high and low wavenumbers, indicating their higher resolution than the EGBM images (the blue curves). The source wavelet has a great impact on the overall imaging quality of LSM. For real data, it can be estimated using the full Newton method in the frequency domain (Kim et al., 2011) or a designature process (Vigh and Starr, 2008). We also show the multicomponent data residuals after 15 iterations and the normalized objective function versus number of iterations in Figures 13 and 14, respectively. Compared with the original FD-modeled multicomponent data shown in Figure 4a and 4c, most of the...
multicomponent data residuals are eliminated after ELSGBM, except the wide-angle reflections with complex-valued coefficients (marked by the black arrows in Figure 13), which are not accounted for in our current algorithm.

Marmousi2 model

We use a modified Marmousi2 model (Martin et al., 2006) to verify the effectiveness of our proposed ELSGBM with complex structures. Figure 15a shows the P-wave velocity model with the water layer replaced by a solid medium; the S-wave velocity shown in Figure 15b is a scaled version of the P-wave velocity with $V_P/V_S$ ratios ranging from 3.1 to 1.6. A total of 240 multicomponent shot gathers are simulated using the same FD elastic wave equation solver with 40 m source spacing, one of which is shown in Figure 16. The explosive P-wave source uses a Ricker wavelet with 20 Hz peak frequency. For each shot, there are 351 receivers evenly distributed around the source location with a 20 m spacing.

The EGBM results after one iteration are shown in Figures 17 and 18, and the ELSGBM results after 20 iterations are shown in Figures 19 and 20, respectively. Although EGBM is capable of accurately recovering the complex Marmousi2 structures in the PP- and PS-images (Figures 18a and 19a), the illumination and resolution of the central steep reflectors are poor. In contrast, ELSGBM produces images and ADCIGs with more balanced illumination and higher resolution (Figures 19 and 20). The magnified views of the true scattering potentials of the Marmousi2 model for the box marked in Figure 15a, as well as the EGBM and ELSGBM stacked images, are shown in Figure 21. The PP- and PS-stacked images have good consistency with the true scattering potentials, especially for the hydrocarbon reservoirs (marked by the white boxes) and the zero

Figure 15. Marmousi2 velocity models with the black box indicating an area for imaging comparison. (a) P-wave velocity model and (b) S-wave velocity model.

Figure 16. Synthetic multi-component shot gathers at $x = 7.0$ km generated using FD modeling. Panel (a) shows x-component data and (b) shows z-component data. Note that we have muted the first arrivals.

Figure 17. Elastic Gaussian beam migration. (a) PP-image and (b) PP-ADCIG at $x = 8.0$ km.

Figure 18. Elastic Gaussian beam migration. (a) PS-image and (b) PS-ADCIG at $x = 8.0$ km.

Figure 19. Elastic least-squares Gaussian beam migration. (a) PP-image and (b) PP-ADCIG at $x = 8.0$ km.
P-wave impedance sand (marked by the white arrows), which are helpful features when inverting for elastic parameters. Compared with the EGBM results, ELSGBM improves the image amplitudes and continuity of steeply dipping structures, and it reveals the thin-layered structures (the black arrows). The improved resolution is confirmed by the spectrum comparison shown in Figure 22, in which the spectra of the ELSGBM images (the red curves) are wider than that of EGBM images. The multicomponent data residuals after ELSGBM are shown in Figure 23, and the corresponding convergence curve is shown in Figure 24. After 20 iterations of ELSGBM, most of the recorded PP- and PS-data residuals are eliminated (the initial data residual is shown in Figure 16), demonstrating the effectiveness of our proposed method.

Computational cost

Because the costs of forward modeling and migration in one LSM iteration are similar, it is fair to compare the computational time between EGB modeling and FD modeling to verify the efficiency advantage of ELSGBM. In the implementation of EGB modeling, we follow the criterion proposed by Hill (2001) to choose beam parameters such as the initial width and ray parameter spacing, and we use the steepest-descent approximation (Hill, 2001; Gray and Bleistein, 2009) to reduce the computational loads of forward modeling (equations 8 and 9) and migration (equations 11 and 12).

The computational time of one shot gather using these two modeling algorithms is shown in Table 1. We can see that EGB modeling is more than 50 times faster than FD modeling in these two models with relatively high S-wave velocity, and the efficiency advantage of ELSGBM is further enhanced if we choose models with a lower S-wave velocity or a source wavelet with a higher peak frequency. For example, if we reduce the S-wave velocity by a factor of \( N \), then the grid spacing and time step of FD modeling are also required to be reduced by a factor of \( N \) to avoid numerical dispersion, which means that the computational cost will be increased by \( N^3 \) times in these 2D examples. As for EGB modeling, the reduced S-wave velocity leads to a smaller initial width for the S-wave beams, but it does not change the overall cost too much.

DISCUSSION

Because the earth is an elastic medium and seismic energy propagating inside the earth is in the form of elastic waves, applying elastic migrations to the recorded multicomponent data should be the optimal way to reveal geologic structures and extract elastic properties. However, there are several challenges preventing the successful application of the existing full elastic imaging method:

1) Low S-wave velocities (sometimes on the order of 100 m/s), which necessitate small spacing of receivers and migration grid, especially for seafloor data. The current receiver spacing, even for land data, is not often fine enough to capture unaliased wavefields at usable frequencies, and the fine computational grid often imposes a prohibitive expense on the elastic wave-equation imaging method such as ERTM (Duan et al., 2017).
2) Velocity anisotropy causes triplicated traveltimes especially for S-waves, which result in discontinuities in the single-valued traveltime tables of standard EKM and thus lead to the noisy character of migrated images (Casasanta and Gray, 2015). This also poses a challenge for the efficient and accurate implementation of wavefield separation in ERTM (Yan and Sava, 2011).

3) Seismic attenuation of S-waves is more severe than that of P-waves, partially negating the promise of higher PS-image resolution.

4) The processing steps before migration should be applied with the same parameter configuration to each single-component data so as to maintain the vector information contained in the multicomponent data. In addition, an accurate elastic model building is a necessity for elastic migration but still poses a challenge.

EGBM may, to some extent, mitigate the first two problems mentioned above. First, the fine grid spacing requirements of ERTM can be relaxed in EGBM due to migration antialiasing (Gray, 2013). Second, strong S-wave anisotropy and triplications can be handled in EGBM (Casasanta and Gray, 2015) to a large extent. Third, elastic wave polarizations can be tracked using the method shown in Figure 1 and thus used to separate the elastic wavefields. As an extension of EGBM, the proposed ELGGBM keeps the merits of EGBM while providing crosstalk-attenuated images with better illumination and higher resolution.

At present, the proposed method is limited to isotropic elastic media, in which S-wave polarizations are much simpler than in anisotropic media; future work will focus on incorporating anisotropy into the method.

**CONCLUSION**

We proposed an ELGGBM method for elastic waves in isotropic media. By using Gaussian beams as wave propagator to formulate the LSM scheme, we achieved high-resolution images while preserving the high computational efficiency and accuracy. Our method operates...
by extracting the principal components of the multicomponent data, which enable us to suppress crosstalk and ensure accurate polarity for converted wave imaging. Trials on two synthetic data sets show that our proposed method produces multiwave images with higher resolution and better illumination compared with conventional acoustic or elastic Gaussian beam migrations.
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APPENDIX A

ELASTIC WAVE GAUSSIAN BEAM BORN MODELING

In the appendix, we derive an asymptotic solution for elastic Born modeling using the Green’s function expressed in terms of Gaussian beams.

The Green’s function $G^u(x, x', \omega)$ of one wave mode $u$ can be represented by the summation of Gaussian beams connecting the scattering point $x$ and the surface point $x'$

$$
G^u(x, x', \omega) = \frac{\omega^2}{2\pi} \int dP^u_x dP^u_y \frac{A^u(x, x')}{p^u_z} \times \exp[i\omega r^u(x, x')],
$$

(A-1)

where $p^u = (p_x, p_y, p_z)^T$ is the initial ray parameter vector of the central ray at the surface. The terms $A^u(x, x')$ and $r^u(x, x')$ are the complex amplitude and traveltime, respectively (Červený, 2001), in the following forms:

$$
A^u(x, x') = A^u_R(x, x') + iA^u_I(x, x'),
$$

(A-2)

$$
\tau^u(x, x') = \tau^u_R(x, x') + i\tau^u_I(x, x'),
$$

(A-3)

where the subscripts $R$ and $I$ represent the real and imaginary parts of the complex quantities, respectively. By inserting equation A-1 into equation 4, we can express the elastic wave Born modeling formula in terms of the Gaussian beams:

$$
u_m(x_r, x_s, \omega) = \frac{\omega^2}{4\pi} \sum_{w} \sum_{v} \int dP^w_x dP^w_y \frac{A^w_R(x, x_s) + iA^w_I(x, x_s)}{p^w_z} \times \int dF^w(\omega) \times e^{i\omega r^w_R(x, x_r)} \times \exp[i\omega r^w_I(x, x_r)],
$$

(A-4)

where $m$ represents the Cartesian components of the modeled multicomponent data, superscripts $w$ and $v$ represent the up- and down-going wave modes, respectively. The terms $A^w_R(x, x_s)$ and $A^w_I(x, x_s)$ are the real and imaginary parts of the product of the source and receiver beam complex amplitudes, respectively, and $r^w_R(x, x_r)$ and $r^w_I(x, x_r)$ are the real and imaginary parts of the sum of source and receiver beam complex traveltimes, respectively. These quantities have the following expressions:

$$
A^w_R(x, x_s) = A^w_R(x, x_r)A^w_R(x_s, x) - A^w_I(x, x_r)A^w_I(x_s, x),
$$

$$
A^w_I(x, x_s) = A^w_R(x, x_r)A^w_I(x_s, x) + A^w_I(x, x_r)A^w_R(x_s, x),
$$

$$
\tau^w_R(x, x_r) = \tau^w_R(x, x_r) + \tau^w_R(x_s, x),
$$

$$
\tau^w_I(x, x_r) = \tau^w_I(x, x_r) + \tau^w_I(x_s, x). \quad (A-5)
$$

To accelerate the computation of equation A-4, we trace beams at coarse beam center locations $L$ instead of the dense receiver locations (Hill, 2001; Gray and Bleistein, 2009) and we use them to approximately calculate the receiver wavefields by incorporating a phase shift $\exp[-i\omega p^w \cdot (x_r - L)]$

$$
G^w(x, x_r, \omega) = \frac{\omega^2}{2\pi} \int dP^w_x dP^w_y \frac{A^w(x, L)}{p^w_z} \times \exp[i\omega r^w(x, L) - i\omega p^w \cdot (x_r - L)]. \quad (A-6)
$$

To reduce the error of this acceleration process, we apply a phase of unity (Hill, 1990; Bleistein, 2009; Gray and Bleistein, 2009) to equation A-4:

$$
\sqrt{\frac{3}{4\pi}} \omega \frac{1}{w_0} \left| \Delta L \right| \exp \left[ - \frac{\omega}{w_r} \frac{\left| x_r - L \right|^2}{2w_0^2} \right] \approx 1 \quad (A-7)
$$

and arrive at the final Born modeling formula:

$$
u_m(x_r, x_s, \omega) = -\Phi \sum_{w} \sum_{v} \sum_{L} \int dP^w_x dP^w_y \frac{U_m^w(L, x_r, p^w, \omega)}{p^w_z} \times \exp \left[ -i\omega p^w \cdot (x_r - L) - \frac{\omega}{w_r} \frac{\left| x_r - L \right|^2}{2w_0^2} \right], \quad (A-8)
$$

where

$$
\Phi = \sqrt{\frac{3}{16\pi}} \frac{\omega}{w_r} \left| \Delta L \right| \frac{1}{w_0}. \quad (A-9)
$$
where $\Delta x$ is the beam center spacing and $\omega_r$ and $w_0$ are the selected reference frequency and initial half-width of Gaussian beams, respectively. The term $U_m^w (\mathbf{x}, p^w, \omega)$ represents the modeled plane waves of the $m$-component for the upgoing wave mode $w$ and downgoing wave mode $r$, and it is expressed as

$$
U_m^w (\mathbf{x}, p^w, \omega) = \int \int \frac{dp_x dp_y}{p_0^2} \int dx F(\omega) 
\times e^{i \omega \mu(x, L) M^w(x)} \left[ A_R^w (\mathbf{x}) + i A_I^w (\mathbf{x}) \right] 
\times \exp \left[ i \omega t_R^w (\mathbf{x}) - \omega t_I^w (\mathbf{x}) \right].
$$

(A-10)
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