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SUMMARY

Wavefield tomography represents a family of velocity model
building techniques based on seismic waveforms as the input
and seismic wavefields as the information carrier. For wave-
field tomography implemented in the image domain, the ob-
jective function is designed to optimize the coherency of re-
flections in extended common-image gathers. This function
applies a penalty operator to the gathers, thus highlighting im-
age inaccuracies due to the velocity model error. Uneven il-
lumination is a common problem for complex geological re-
gions, such as subsalt. Imbalanced illumination results in de-
focusing in common-image gathers regardless of the velocity
model accuracy. This additional defocusing violates the wave-
field tomography assumption stating that the migrated images
are perfectly focused in the case of the correct model and de-
grades the model reconstruction. We address this problem by
incorporating the illumination effects into the penalty operator
such that only the defocusing due to model errors is used for
model construction. This method improves the robustness and
effectiveness of wavefield tomography applied in areas char-
acterized by poor illumination. The Sigsbee synthetic example
demonstrates that velocity models are more accurately recon-
structed by our method using the illumination compensation,
leading to more coherent and better focused subsurface images
than those obtained by the conventional approach without illu-
mination compensation.

INTRODUCTION

Building an accurate and reliable velocity model remains one
of the biggest challenges in current seismic imaging practice.
The widespread use of advanced imaging techniques, such as
wave-equation migration or reverse-time migration, drives the
need for high-quality velocity models because these methods
are very sensitive to model errors (Symes, 2008; Woodward
et al., 2008; Virieux and Operto, 2009).

Wavefield tomography represents a family of techniques for
velocity model building using seismic wavefields (Tarantola,
1984; Woodward, 1992; Pratt, 1999; Sirgue and Pratt, 2004;
Plessix, 2006; Vigh and Starr, 2008; Plessix, 2009). The core
of wavefield tomography is using a wave equation (typically
constant density acoustic) to simulate wavefields as the infor-
mation carrier. Wavefield tomography is usually implemented
in the data domain by adjusting the velocity model such that
simulated and recorded data match (Tarantola, 1984; Pratt, 1999).
This match is based on the strong assumption that the wave
equation used for simulation is consistent with the physics of
the earth. However, this is unlikely to be the case when the

earth is characterized by strong (poro)elasticity.

Wavefield tomography can also be implemented in the image
domain rather than in the data domain. Instead of minimizing
the data misfit, the techniques in this category update the ve-
locity model by optimizing the image quality (Yilmaz, 2001).
Differential semblance optimization (DSO) is one realization
of image-domain wavefield tomography (Symes and Caraz-
zone, 1991). The essence of the method is to minimize the
difference between same reflection observed at neighboring
offsets or angles (Shen and Calandra, 2005; Shen and Symes,
2008). DSO implemented using space-lag gathers constructs a
penalty operator which annihilates the energy at zero lag and
enhances the energy at nonzero lags (Shen et al., 2003). Sim-
ilar approach can also be applied to the extended common-
image-point gathers based on the same semblance principle
(Sava and Vasconcelos, 2011; Yang and Sava, 2011). Both
of these constructions assume that migrated images are per-
fectly focused at zero lag of the extended images when the
model is correct. This assumption, however, is violated in
practice when the subsurface illumination is uneven. In com-
plex subsurface regions, such as subsalt, uneven illumination
is a general problem and it deteriorates the quality of imaging
and velocity model building (Leveille et al., 2011). Several ap-
proaches have been proposed for illumination compensation of
imaging (Gherasim et al., 2010; Shen et al., 2011), but not for
velocity model building. In this paper, we address the problem
of uneven illumination associated with image-domain wave-
field tomography. The main idea is to include the illumination
information in the penalty operator used by the objective func-
tion such that the defocusing due the illumination is excluded
from the model updating process. We illustrate our technique
with a subsalt velocity model updating example.

THEORY

The core element for image-domain wavefield tomography us-
ing extended common-image-point gathers (CIPs) is an objec-
tive function and its gradient computed using the adjoint-state
method (Plessix, 2006; Symes, 2009). The state variables re-
late the objective function to the model parameter and are de-
fined as source and receiver wavefields us and ur obtained by
solving the following acoustic wave equation:»
L (x, ω,m) 0

0 L∗ (x, ω,m)

– »
us (j,x, ω)
ur (j,x, ω)

–
=

»
fs (j,x, ω)
fr (j,x, ω)

–
,

(1)
where L and L∗ are forward and adjoint frequency-domain
wave operators, fs and fr are the source and record data, j =
1, 2, ..., Ns where Ns is the number of shots, ω is the angu-
lar frequency, and x are the space coordinates {x, y, z}. The
wave operator L and its adjoint L∗ propagate the wavefields
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forward and backward in time respectively using a wave equa-
tion, e.g., L = −ω2m − ∆, where m represent slowness
squared. The objective function for image-domain wavefield
tomography measures the image incoherency caused by the
model errors

Hλ,τ =
1

2
‖KI (x)P (λ, τ) r (x,λ, τ) ‖2x,λ , (2)

where r (x,λ, τ) are extended images:

r (x,λ, τ) =
X

j

X
ω

us (j,x− λ, ω)ur (j,x + λ, ω) e2iωτ .

(3)

The overline represents complex conjugate, and the space-lag
vector has, in this case, only horizontal components: λ =
{λx, λy, 0}. The mask operator KI (x) limits the gathers lo-
cations to reflections in the subsurface. P (λ, τ) is a penalty
operator acting on the extended image to highlight defocusing,
i.e. image inaccuracy. It is typically assumed that defocus-
ing is only due to velocity error, an assumption which leads to
a penalty that annihilates the focused energy at zero lags, as
shown in Figure 4(b). Such a construction uses a penalty oper-
ator similar to the one used in DSO of Symes (2008). However,
this penalty operator is not effective when poor illumination
affects the image accuracy and leads to additional defocusing.

To alleviate the negative influence of poor illumination, we
need to include the illumination distribution in the tomographic
procedure. Illumination can be assessed by applying illumi-
nation analysis, which is formulated based on the migration
deconvolution, given by the expression

r̃ (x) = (M∗M)
−1
r (x) , (4)

where r̃ is a reflectivity distribution, r is a migrated image,
M is a demigration operator which is linear with respect to
the reflectivity. This operator is different from the modeling
operator L. The adjoint M∗ represents the migration oper-
ator. (M∗M) is a blurring operator, and represents the Hes-
sian (second-order derivative of the operator with respect to the
model) for the operatorM. This term includes the subsurface
illumination information associated with the velocity structure
and the acquisition geometry. In practice, the full (M∗M)−1

matrix is too costly to construct, but we can evaluate its impact
by applying a cascade of demigration and migration (M∗M)
to a reference image. For example, using extended images, we
can write:

re (x,λ, τ) = (M∗M) r (x,λ, τ) . (5)

The resulting image re approximates the diagonal elements of
the Hessian and captures defocusing associated with illumina-
tion effects. Such defocusing is the consequence of uneven
illumination and should not be used in the velocity update.
Therefore, an illumination-based penalty operator can be con-
structed as

P (x,λ, τ) =
1

E[re (x,λ, τ)] + ε
, (6)

where E represents image envelope and ε is a damping factor
used to stabilize the division.

Replacing the conventional penalty P (λ, τ) with the one in
equation 6 is the basis for our illumination compensated image-
domain wavefield tomography. Note that the conventional penalty
is a special case of our new penalty operator and corresponds
to the case of perfect subsurface illumination and wide-band
data.

The adjoint sources are computed as the derivatives of the ob-
jective function Hλ,τ shown in equation 2 with respect to the
state variables us and ur:»
gs (j,x, ω)
gr (j,x, ω)

–
=264

P
λ,τ

P (λ, τ) KI (x)KI (x)P (x,λ, τ)r (x,λ, τ)ur (j,x + λ, ω) e−2iωτP
λ,τ

P (λ, τ) KI (x)KI (x)P (x,λ, τ)r (x,λ, τ)us (j,x− λ, ω) e−2iωτ

375 .

(7)

The adjoint state variables as and ar are the wavefields ob-
tained by backward and forward modeling, respectively, using
the corresponding adjoint sources defined in equation 7:»
L∗ (x, ω,m) 0

0 L (x, ω,m)

– »
as (j,x, ω)
ar (j,x, ω)

–
=

»
gs (j,x, ω)
gr (j,x, ω)

–
,

(8)
and the gradient is the correlation between state variables and
adjoint state variables:

∂Hλ,τ

∂m
=X

j

X
ω

∂L
∂m

“
us (j,x, ω) as (j,x, ω) + ur (j,x, ω) ar (j,x, ω)

”
.

(9)

The model is then updated using gradient line search aimed at
minimizing the objective function given by equation 2.

EXAMPLES

Figure 1: The Sigsbee model with the target area highlighted.

In this section, we use the Sigsbee 2A model (Paffenholz et al.,
2002) and concentrate on the subsalt area to test our method in
regions of complex geology with poor illumination. The target
area ranges from x = 6.5− 20 km, and from z = 4.5− 9 km,
as indicated by the box in Figure 1. The model, migrated im-
age, and angle-domain gathers for correct and initial models
are shown in Figures 2(a)-2(c) and Figures 3(a)-3(c), respec-
tively. The plots for migrated images are overlain with the CIP
locations. The angle gathers are constructed at the spacing of
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(a)

(b)

(c)

Figure 2: (a) The correct model in the target area of the Sigsbee
model. (b) The migrated image overlain with CIP locations,
and (c) the angle-domain gathers.

0.68 km and used for quality control, rather than for model up-
dates. Note that the reflections in the angle gathers appear only
at positive angles, as the data are simulated for towed streamers
and the subsurface is illuminated from one side only. To high-
light the illumination effects in the gathers, we show a CIP in
Figure 4(a) which is selected at x = 11.5 km, z = 8.6 km
from the image in Figure 3(b). The conventional penalty oper-
ator is shown in Figure 4(b). For the illumination-based oper-
ator, we generate gathers containing defocusing due to illumi-
nation effects (Figure 4(c)), and then we construct the penalty
operator using equation 6, as shown in Figure 4(d). For the
gathers characterizing the illumination effects, we can observe
significant defocusing due to poor illumination. This defo-
cusing mixes with the defocusing by model errors in gathers
shown in Figure 4(a) and should not be penalized.

We run inversions with both penalties for 7 iterations, and
obtain the reconstructed model, migrated image, and angle-
domain gathers shown in Figures 5(a)-5(c) and Figures 6(a)-
6(c), respectively. The figures show that we update the mod-
els in the correct direction in both cases. We find, however,
that the model obtained using the illumination-based penalty
is more accurate than the model obtained using conventional
penalty. The latter model is over corrected because the severe
defocusing due to the salt biases the inversion when we do
not take into account the uneven illumination. The compar-
ison of the images also suggests that the inversion using the
illumination-based penalty is superior to the inversion using

(a)

(b)

(c)

Figure 3: (a) The initial model obtained by scaling the sub-
salt sediments of the correct model. (b) The migrated image
overlain with CIP locations, and (c) the angle-domain gathers.

(a) (b)

(c) (d)

Figure 4: (a) A CIP gathers selected at {x, z} =
{11.5, 8.6} km on the image migrated with the initial model.
(b) The conventional DSO-like penalty operator. (c) The
gathers characterizing the illumination effects. (d) The
illumination-based penalty operator.

conventional penalty. The image obtained with the illumination-
based penalty is significantly improved, as illustrated by the
better focused diffractors distributed at z = 7.6 km, and by
the faults located between x = 14.0 km, z = 6.0 km and
x = 16.0 km, z = 9.0 km which are more visible in the
images. In addition, the bottom reflector is corrected to the
right depth for inversion using the illumination-based penalty,
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(a)

(b)

(c)

Figure 5: (a) The reconstructed model from inversion using the
conventional penalty. (b) The migrated image overlain with
CIP locations, and (c) the angle-domain gathers.

while for inversion using the conventional penalty, this reflec-
tor is misplaced from the correct depth and it is not as flat
as the reflector in Figure 6(b). Figures 7(a)-7(d) compare the
angle gathers at x = 10.2 km for the correct, initial, and re-
constructed models using conventional and illumination-based
penalties. We can observe that the reflections in Figure 7(d)
are located at correct positions and flatter than those in Fig-
ure 7(c), and conclude that the reconstructed model using the
illumination-based penalty is more accurate, since it accounts
for the poor subsurface illumination.

CONCLUSIONS

We demonstrate an illumination compensation strategy for wave-
field tomography in the image domain. The idea is to mea-
sure the illumination effects in extended common-image-point
gathers by illumination analysis, and replace the conventional
penalty operator with another one that compensates for illumi-
nation. This workflow isolates the defocusing caused by the
illumination, such that image-domain wavefield tomography
minimizes only the defocusing related to velocity error. The
synthetic example shows the improved velocity inversion and
the superior migrated image after the illumination information
is included in the penalty operator. Our approach enhances
the robustness and effectiveness of wavefield tomography in
the model building process when the subsurface illumination
is uneven due to complex geologic structures such as salt. The

(a)

(b)

(c)

Figure 6: (a) The reconstructed model from inversion using the
illumination-based penalty. (b) The migrated image overlain
with CIP locations, and (c) the angle-domain gathers.

(a) (b) (c) (d)

Figure 7: Angle-domain gathers at x = 10.2 km for (a) the
correct model, (b) the initial model, the reconstructed models
using (c) the conventional penalty, and (d) the illumination-
based penalty.

cost of this technique is higher than that of the conventional
approach since we periodically need to re-evaluate the subsur-
face illumination.
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