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ABSTRACT

Wavefield migration and tomography are well-developed under the acoustic assumption; however, multicomponent recorded seismic data include shear waves (S-modes) in addition to the compressional waves (P-modes). Constructing multicomponent wavefields and considering multiparameter model properties make it possible to utilize information provided by various wave modes, and this information allows for better characterization of the subsurface. In my thesis, I apply popular wavefield imaging and tomography to elastic media, and propose methods to address challenges posed by elastic multicomponent wavefields and multiparameter models. The key novelty of my research consists of new elastic imaging conditions, which generate elastic images with improved qualities and clear physical meaning. Moreover, I demonstrate an elastic wavefield tomography method to obtain realistic elastic models which benefits elastic migration.

Migration techniques, including conventional RTM, extended RTM, and least-squares RTM (LSRTM), provide images of subsurface structures. I propose one imaging condition that computes potential images (PP, PS, SP, and SS). This imaging condition exploits pure P- and S-modes obtained by Helmholtz decomposition and corrects for the polarity reversal in PS and SP images. Using this imaging condition, I propose methods for conventional RTM and extended RTM. The extended imaging condition makes it possible to compute angle gathers for converted waves. The amplitudes of the scalar images indicate reflectivities, which can be used for amplitude versus offset (AVO) analysis; however, this imaging condition requires knowledge of the geologic dip. I propose a second imaging condition that computes perturbation images, i.e., P and S velocity perturbations. Because these images correspond to perturbations to material properties that are angle-independent, they do not have polarity reversals; therefore, they do not need dip information for polarity correction. I use this perturbation imaging condition for LSRTM to increases the image resolution and attenuates
Since the quality of the wavefield-based migration image greatly depends on the accuracy of the material property models, I also propose elastic waveform inversion methods for multiparameter model estimation. Waveform inversion solves a non-linear problem and aims to obtain a model that best matches the predicted and observed data. My contribution to elastic waveform inversion is a petrophysical constraint term in the objective function, which imposes plausible relations between model parameters; this feasible region is assumed to be prior information which can be obtained from laboratory measurements or well logs. Such petrophysical constraint term enforces appropriate physical relationships between the model parameters. With the constraint term, I obtain realistic models that can be used for migration and reservoir characterization.
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Seismic techniques extract information from the basic inputs and place reflections at their correct locations with correct relative amplitudes, which can then be interpreted. In seismic exploration, the inputs are the recorded data $d_r(e, x, t)$, which are a function of the experiment index $e$, space $x$ and time $t$. With source estimation techniques (Bube et al., 1988; Pratt, 1999; Lee and Kim, 2003), one is able to obtain the input source signal $d_s(e, x, t)$. With the recorded data and estimated source signals, the two biggest goals for seismic processing techniques are to reveal the underground geologic structures and to recover the material properties.

The first goal is related to imaging, which is a widely-used processing technique to obtain the geologic structures (Claerbout and Doherty, 1972; Schneider, 1978; Červený et al., 1982; Whitmore et al., 1983). For reverse time migration (RTM) (Baysal et al., 1983; McMechan, 1983; Etgen et al., 2009; Zhou et al., 2006; Fletcher et al., 2008; Chang and McMechan, 1994), constructs source wavefield $u_s(e, x, t)$ and receiver wavefield $u_r(e, x, t)$ by using the estimated source $d_o$ and recorded data $d_r$, respectively. Different from one-way wave equation approaches such as Kirchhoff and Beam migration, RTM uses a numerical solution of two-way wave equation, which allows the waves to travel both up and down if the velocity model is complex or exhibits strong velocity gradients. Therefore, this imaging technique has no dip limitation and handles all complex waveform multipathing, and it becomes the preferred seismic imaging tool for challenging seismic exploration projects. Conventional RTM consists of two steps: wavefield extrapolation followed by application of an imaging condition (Claerbout, 1971), as illustrated in Figure 1.1(a). The accuracy in terms of both amplitude and location of images $I(x)$ is important to interpretation and drilling.
For migration, it is usually assumed that material properties are known, however, in practice, the material property models for wavefield construction are usually not accurate enough. Moreover, migration suffers from insufficient data, e.g., limited acquisition, and from certain assumptions about the wave equation, e.g., isotropic acoustic. All these limitations lead to imaging artifacts and unfocused images that hamper geologic interpretation, both qualitative and quantitative. Compared to conventional RTM, least-squares reverse time migration (LSRTM) is a more promising approach designed to minimize imaging artifacts and to increase image resolution. As shown in Figure 1.1(b), the objective of LSRTM is to optimize the image $I$ in order to match the recorded data with data generated from Born modeling using the image (Schuster et al., 1993; Nemeth et al., 1999; Aoki and Schuster, 2009; Dai et al., 2011). For LSRTM, material properties $m(x)$ are assumed known and are not updated.

Imaging conditions for conventional RTM represent special cases, i.e., zero-lag crosscorrelation, of more general forms of extended imaging conditions (Rickett and Sava, 2002; Sava and Fomel, 2006; Sava and Vasconcelos, 2009), which define the image as a function of space and cross-correlation lags in space and time. Compared to the conventional image, the extended images contain information which provides a straightforward way to analyze the image quality, e.g., by measurement of the reflection energy focusing in the extended space domain. The extended image distortions caused by velocity model errors can be used to design velocity model building algorithms (Biondi and Sava, 1999; Shen et al., 2003; Sava and Biondi, 2004a,b). Moreover, the extensions can be converted to reflection angles, thus enabling analysis of amplitude variation with angle (Sava and Fomel, 2003; Sava et al., 2005; Sava and Vlad, 2011; Sava and Alkhalifah, 2013).

Another goal for seismic processing techniques is to recover the material properties. Wavefield tomography is a commonly used tool for building models of subsurface parameters from recorded seismic data. Although computationally more expensive compared to ray-based tomography, wavefield tomography is more effective in recovering model param-
etters that are sensitive to waveform amplitudes (Tarantola, 1986; Mora, 1988; Pratt, 1999; Prieux et al., 2010), and has greater capability to accurately recover parameters at large depths (Bae et al., 2012; McNeely et al., 2012). The various approaches to wavefield tomography generally fall into two categories: waveform inversion and wave-equation migration velocity analysis. The waveform inversion technique, generally known as full waveform inversion (FWI), aims to match the predicted and observed data by inverting for physical properties (Claerbout, 1971; Tarantola, 1984; Pratt, 1999; Operto et al., 2004; Biondi and Almomin, 2014). Given an initial guess of the subsurface parameters, the data are predicted by solving a wave-equation. The model \( m \) is updated in order to reduce the misfit between the observed data \( d_r \) and predicted data, which can also be described as the source wavefield \( u_s \) restricted to the known receiver positions (Figure 1.1(c)). Compared to LSRTM, which is a linearized inversion problem, FWI solves a non-linear inversion problem, where the forward modeling operator changes with model \( m \) at each iteration.

Wavefield migration and tomography are well-developed under the acoustic assumption (Claerbout, 1971; Tarantola, 1984; Pratt, 1999; Operto et al., 2004; Biondi and Almomin, 2014); however, recorded seismic data, either in scalar \( d_r \) or vector \( d_r \) forms, may include shear waves in addition to the compressional waves. Because all wave modes contain material property and structural information about the subsurface, the elastic wavefield allows for better characterization of the subsurface (Tarantola, 1986; Pratt, 1990; Guasch et al., 2012; Vigh et al., 2012). For example, elastic wavefields are sensitive to S velocity change in the model in addition to changes in P velocity and density. The contribution of my thesis is in applying migration, and waveform inversion methods to multicomponent wavefields \( u \) for elastic material properties, vector \( m \), which can provide shear wave related lithological information. I propose new imaging conditions for different types of elastic images, which illustrate certain aspects of the elastic media, for example, images indicating perturbations in P and S velocity models. For elastic waveform inversion, I propose improved methods to invert for realistic P and S velocity models simultaneously. With my proposed meth-
Figure 1.1: Schematic representations of for (a) RTM, (b) LSRTM, and (c) FWI. Symbols $d_s$ and $d_r$ represent the source wavelet and recorded data, respectively. Symbol $I$ is the computed image. $u_s$ and $u_r$ are constructed source and receiver wavefield, respectively, by using model material property $m$. Squares highlight the domain used to construct the objective function. Circles indicate the components that are updated through inversion in order to minimize the objective function.
ods, I obtain elastic images or models with improved amplitude information that facilitates reservoir characterization.

In Chapter 2 of my thesis, I propose an imaging condition for converted waves obtained using multi-component data. For elastic migration, I use an elastic wave-equation-based wavefield propagation operator to construct source and receiver vector wavefields. Following wavefield extrapolation, I apply an imaging condition by combining the source and receiver wavefields to obtain images of subsurface structures. Multi-component wavefields allow for a variety of imaging conditions that provide multiple images by cross-correlating different wave modes present in the source and receiver wavefields (Dellinger and Etgen, 1990b; Yan and Sava, 2008; Yan and Xie, 2012). In this case, the migrated images correspond to reflectivity for different combinations of incident and reflected P- and S-modes, e.g. PP, PS, SP and SS reflectivity. One difficulty when imaging multi-component wavefields is that the PS and SP images change sign at certain incidence angles. For example, in isotropic media, polarity reversal occurs at normal incidence (Balch and Erdemir, 1994). This sign change can lead to destructive interference when multiple experiments of a seismic survey are stacked for a final image. Another difficulty is that the PS and SP images are vectors in 3D case, and it is difficult to combine the three components of each image and find the physical meaning of the combinations. I address this problem by designing an imaging condition for converted waves to correct the image polarity and produce scalar PS and SP images. This imaging condition exploits pure P- and S-modes obtained by Helmholtz decomposition. The PS and SP images are generated using geometrical relationships between the propagation directions for the P and S wavefields, the reflector orientation, and the S-mode polarization direction.

In Chapter 3 of my thesis, I extend the elastic images derived in Chapter 2 to time- and space-lag domains to compute common image gathers (CIG) and common image point (CIP) gathers. Wavefield-based migration velocity analysis using the semblance principle requires computation of images in an extended space in which we can evaluate the imaging consistency as a function of overlapping experiments. One approach is to assemble those seismic
images in CIGs that represent image attributes indicating inaccurate model properties, e.g., angle domain CIGs (Biondi and Symes, 2004; Sava and Biondi, 2004a) and offset domain CIGs (Mulder and Ten Kroode, 2002). The angle domain CIGs describe the reflectivity as a function of reflection angles and a space axis, typically the depth axis, which is not computationally efficient for analysis that only needs to focus on the most relevant locations. An alternative approach is to use CIP gathers instead of CIGs constructed as a function of both space and time-lag extensions at sparse and irregularly distributed points in the image (Yan et al., 2010; Yang et al., 2010; Sava and Vlad, 2011). In this chapter, I discuss an extended imaging condition developed from the potential imaging condition proposed in Chapter 2. Similar to RTM images computed using the proposed potential imaging condition, the extended RTM images are scalars and have no polarity changes at normal incidence. I propose methods to apply angle decomposition to both space-/time-lag CIGs and CIP gathers. The angle gathers depict reflectivity as a function of reflection angles. Such images highlight the subsurface illumination patterns and therefore could be used for image postprocessing for amplitude variation with angle (AVA) analysis, or for tomographic velocity updates.

In Chapter 4, I propose an least-squares reverse time migration (LSRTM) algorithm. A key component for elastic LSRTM is the imaging condition, and many different types of imaging conditions have been proposed for elastic media. For example, Yan and Sava (2008) propose a displacement imaging condition that crosscorrelates each component of source and receiver displacement wavefields. They also propose a potential imaging condition that crosscorrelates P- and S-wave modes in source and receiver wavefields. One issue with this potential imaging condition is that the image components for converted waves change polarity at normal incidence. Stanton and Sacchi (2015) use a LSRTM method based on this imaging condition, including an additional polarity correction in the angle domain. In Chapter 2, I show a scalar imaging condition for converted waves that produces scalar images without polarity reversal; however, this imaging condition requires knowledge of the geologic dip. Here I propose an elastic LSRTM method based on another new perturbation imaging
condition, which is derived for squared P and S velocities. Images computed using this new imaging condition can be simply related to physical subsurface properties, and do not suffer from polarity changes; Using the perturbation imaging condition, one is able to obtain elastic LSRTM images with higher resolution and reduced migration artifacts, including cross-talks of different wave modes.

In Chapters 5 of my thesis, I propose tomographic methods for elastic full waveform inversion. For elastic tomography, there are many possible model parameterizations, which lead to different inversion schemes. For example, Tarantola (1986) shows wavefield tomography for compressional (P) impedance, shear (S) impedance, and density, while Mora (1988) and Guasch et al. (2012) compute P- and S-velocity models using wavefield tomography. Moreover, although inversion for multi-parameters adds more physical information to the updated model compared to single-parameter inversion, different parameters in the updated model may not be physically realistic (Plessix, 2006), i.e., inversion might not be able to resolve the model parameters while preserving their intrinsic physical relationships. I propose to address this problem by introducing a petrophysical constraint term in the objective function, which explicitly sets the relationships between model parameters. Such physical relationships need to be enforced explicitly because their action on the inverted model differs from the alternative constraints provided by data or by shaping model regularizations (Tarantola, 1987; Hale, 2007; Guitton et al., 2012). Physical relationships between model parameters in elastic media can be derived from well logs, seismic data, and laboratory measurements, but they can also be derived based on first-principle physical relationships (Tsuneyama, 2006; Compton and Hale, 2013). In Chapter 5, I perform FWI using the isotropic elastic wave-equation, and the mathematical derivation shows that the simplest approach is to invert for the squared velocities of P- and S-waves. I include the petrophysical constraint term into the objective functions, which sets the relationships between parameters based on petrophysical prior information. Examples demonstrate that this physical constraint yields models that are more physically plausible, compared to models obtained using only the data misfit ob-
jective function. In the last chapter, I draw general conclusions and suggest possible future work directions.
CHAPTER 2
SCALAR IMAGING CONDITION FOR ELASTIC REVERSE TIME MIGRATION

Modified from a paper published\(^1\) in *Geophysics*
Yuting Duan\(^2,3\) and Paul Sava\(^3\)

Polarity changes in converted-wave images constructed by elastic reverse-time migration cause destructive interference after stacking over the experiments of a seismic survey. This polarity reversal is due to PS and SP reflectivities reversing sign at certain incidence angles, e.g. at normal incidence in isotropic media. Many of the available polarity correction methods are complex and require costly transformations, e.g. to the angle domain. We derive a simple imaging condition for converted waves in order to correct the image polarity and reveal the conversion strength from one wave mode to another. Our imaging condition exploits pure P- and S-modes obtained by Helmholtz decomposition. Instead of correlating Cartesian components of the vector S-mode with the P-mode, we exploit all three components of the S wavefield at once to produce a unique image. We generate PS and SP images using geometrical relationships between the propagation directions for the P and S wavefields, the reflector orientation, and the S-mode polarization direction. Compared to alternative methods for correcting the polarity reversal of PS and SP images, our imaging condition is simple and robust and does not significantly increase the cost of reverse-time migration. Several numerical examples demonstrate the effectiveness of our new imaging condition using simple and complex models.

2.1 Introduction

Advances in seismic acquisition and ongoing improvements in computational capability have made imaging using multi-component elastic waves increasingly feasible. Elastic mi-
gration with multi-component seismic data can provide additional subsurface structural information compared to conventional acoustic migration using single-component data. Multi-component seismic data can be used, for example, to estimate fracture distributions as well as elastic properties. Such data can also provide broader illumination of the subsurface, thus reducing potential P-wave shadow zones.

In complex geologic environments, it is desirable to use wavefield-based imaging methods, e.g. reverse-time migration (RTM). Conventional reverse-time migration consists of two steps: wavefield extrapolation followed by the application of an imaging condition (Claerbout, 1971). Wavefield extrapolation requires constructing source and receiver wavefields using an estimated wavelet and the recorded data, respectively. In elastic media, source and receiver wavefields are constructed using different forms of elastic (vector) wave equations corresponding to different parametrizations of the subsurface model parameters.

Following wavefield extrapolation, an imaging condition is applied by combining the source and receiver wavefields to obtain images of subsurface structures. Multi-component wavefields allow for a variety of imaging conditions (Yan and Sava, 2008; Denli and Huang, 2008; Artman et al., 2009; Wu et al., 2010). A simple imaging condition for multi-component wavefields is the crosscorrelation of the Cartesian components of the displacement vectors characterizing the source and receiver wavefields (Yan and Sava, 2008). In 3D, this results in 9 images for different combinations of source and receiver displacement vector components. One limitation of this method is that P- and S-modes are mixed in the extrapolated wavefields; therefore, cross-talk between P- and S-modes creates artifacts that make interpretation difficult. Another imaging condition for multi-component wavefields first requires the decomposition of wavefields into different wave modes, for example, P- and S-modes. For isotropic elastic wavefields far from the source, P- and S-modes correspond to the compressional and transverse components of the wavefield, respectively (Aki and Richards, 2002). Similar to the imaging condition using displacement vector components, this imaging condition provides multiple images by cross-correlating different wave modes present in the source
and receiver wavefields (Dellinger and Etgen, 1990b; Yoon et al., 2004; Yan and Sava, 2008; Yan and Xie, 2012). However, in this case, images correspond to reflectivity for different combinations of incident and reflected P- and S-modes, e.g. PP, PS, SP and SS reflectivity, and therefore are more useful in geological interpretation.

One difficulty when imaging multi-component wavefields is that the PS and SP images change sign at certain incidence angles. For example, in isotropic media, polarity reversal occurs at normal incidence (Balch and Erdemir, 1994). This sign change can lead to destructive interference when multiple experiments of a seismic survey are stacked for a final image. A simple way to correct the polarity reversal in PS and SP images is based on the assumption that the polarity change occurs at zero offset and can be corrected based on the acquisition geometry. However, this assumption fails if the reflectors are not horizontal (Du et al., 2012b). An alternative method to correct for the polarity change requires that we compute the incidence angles at each image point and then reverse the polarity based on this estimated angle under the assumption that polarity reverses at normal incidence. There are various techniques to compute the reflection angles. One possibility is to use ray theory to simulate the incident wavefield direction, and apply this direction to the reflected wave extrapolated from the surface to every imaging point (Balch and Erdemir, 1994). This method is limited by the ray approximation and may become impractical when applied to elastic RTM in media characterized by complex multipathing. Another method to correct for polarity changes is to image in the angle domain, and then reverse the image polarity as a function of angle (Yan and Sava, 2008; Rosales et al., 2008; Yan and Xie, 2012). Constructing angle-domain common image gathers is accurate and robust, but can also be expensive. Finally, another possibility for polarity correction is to reverse the polarity in source and receiver wavefields based on the sign of the reflection coefficient, which is computed from the directions of the incident and reflected waves (Sun et al., 2006; Du et al., 2012a). These directions are typically computed using Poynting vectors, which may be inaccurate in complicated models characterized by multipathing (Dickens and Winbow, 2011; Patrikeeva and
In this paper, we propose an alternative 3D imaging condition for elastic reverse-time migration. Our new imaging condition exploits geometric relationships between incident and reflected wave directions, reflector orientation, and rotation directions of S wavefields. Using our new imaging condition, we are able to obtain PS and SP images without polarity reversal. The method is simple and robust and operates on separated wave modes obtained, for example, using Helmholtz decomposition (Yan and Sava, 2008). Our method is also computationally efficient to apply since it does not require complex operations such as angle or directional decomposition. We begin by discussing the theory underlying our method and then illustrate it using simple and complex synthetic examples.

2.2 Theory

Our proposed imaging condition is meant to automatically compensate for the polarity reversal characterizing conventional converted-wave images. Our method builds on existing techniques which first decompose elastic wavefields into pure P- and S-modes. However, in contrast with more conventional methods, our imaging condition does not simply correlate the P-mode with different components of the vector S-mode. We explain the logic of our method next.

Reconstructed source and receiver elastic wavefields can be separated into P- and S-modes prior to imaging (Dellinger and Etgen, 1990b; Yan and Sava, 2008). In isotropic media, this separation can be performed using Helmholtz decomposition (Aki and Richards, 2002), which describes the compressional component $P$ and transverse component $S$ of the wavefield using the divergence and curl of the displacement vector field $u$:

$$ P(e, x, t) = \nabla \cdot u(e, x, t), $$

$$ S(e, x, t) = \nabla \times u(e, x, t). $$

(2.1)

(2.2)

PS and SP images can then be obtained by cross-correlating the $P$ wavefield with each component of the $S$ wavefield (Yan and Sava, 2008). Images produced in this way have
three independent components at every location in space, i.e., PS and SP images are vector images. The method discussed here is applicable to wavefields reconstructed in isotropic media, but can be adapted to anisotropic media, for example using the method discussed by Yan and Sava (2008).

Figure 2.1: (a) 3D synthetic model with one horizontal reflector in a constant velocity medium, at depth $z = 0.2$ km. The source is located at $(0.2, 0.2, 0.02)$ km; the 2D network of receivers is at $z = 0.03$ km. (b) A snapshot of source P wavefield.

We illustrate this conventional imaging condition with the 3D synthetic model shown in Figure 2.1(a), which contains one horizontal reflector embedded in a constant velocity medium. A single pressure source is at $(0.2, 0.2, 0.02)$ and the source function is a Ricker wavelet with a peak frequency of 30 Hz. Figure 2.1(b) shows a snapshot of the source P wavefield for a single source indicated in Figure 2.1(a). The $x$-, $y$- and $z$-components of the receiver S wavefield are shown in Figures 2.2(a), 2.2(c), and 2.2(e), respectively. P and S wavefields are decomposed from the displacement wavefield using Helmholtz decomposition. The $z$-component of the receiver S wavefield corresponds to S waves propagating in the xy-plane, which are weaker than the $x$- and $y$-component shown in 2.2(e). In Figures 2.2(a) and 2.2(c), another S wave appearing at $z = 0.1$ km is converted from P waves in the recorded data. Such waves produce artifacts in the migrated images, as seen in Figures 2.2(b), 2.2(d), and 2.2(f). As the artifacts are generally inconsistent with each other between different
Figure 2.2: Snapshots of (a) x-, (c) y-, and (e) z-component of the receiver S wavefield and the corresponding (b) x-, (d) y-, and (f) z-component of the PS image. The S wavefields are decomposed from the displacement wavefield using Helmholtz decomposition. Polarity reversal occurs as a function of azimuth in the wavefield which leads to polarity change in three components of the PS image shown. Z-component of the S wavefield is much weaker than x- and y-component.
shots, they are attenuated in stacked images (Duan and Sava, 2014). Notice that polarity reversal occurs as a function of azimuth, which leads to the polarity change in the three components of the PS image shown in Figures 2.2(b), 2.2(d), and 2.2(f).

Another problem of the conventional imaging condition is that it is difficult to find the physical meaning of the various constructed images. We seek to avoid vector PS and SP images by combining all components of the S wavefield with the P wavefield into a single image representing the energy conversion strength from one wave-mode to another at an interface.

To formulate the imaging condition, I define the following quantities, shown in Figures 2.3 and 2.4:

- Vector $\mathbf{n}$ which is the local normal to the interface represented by plane $\mathcal{I}$
- Vector $\mathbf{S}$ indicating the curl direction of the S-mode particle displacement

According to Snell’s law, propagation directions of incident and reflected waves, and $\mathbf{n}$ belong to the reflection plane $\mathcal{R}$. Vector $\mathbf{S}$ is orthogonal to the propagation direction of the S-mode. In the following, I assume that I know the normal vector $\mathbf{n}$, e.g., from a prior PP or PS stacked images obtained using other methods, such as PS Kirchhoff migration.

Both incident P- and S-modes generate reflected S-modes; therefore, the receiver wavefield vector $\mathbf{S}$ is complicated and in general not orthogonal to the plane $\mathcal{R}$, and can be decomposed into vectors $\mathbf{S}_\perp$ and $\mathbf{S}_\parallel$ such that

$$\mathbf{S} = \mathbf{S}_\perp + \mathbf{S}_\parallel. \quad (2.3)$$

Vectors $\mathbf{S}_\perp$ and $\mathbf{S}_\parallel$ are orthogonal and parallel to plane $\mathcal{R}$, respectively. The S-modes reflected from incident P- and SV-modes are SV-modes and confined to the vector field $\mathbf{S}_\perp$. The S-modes reflected from incident SH-modes are also SH-modes and confined to the vector field $\mathbf{S}_\parallel$.

As indicated earlier, the signs of the PS and SP reflection coefficients change across normal incidence in every plane, which causes the polarity of the reflected waves to change
at normal incidence. Since normal incidence depends on the acquisition geometry and the geologic structure, this polarity reversal can occur at different positions in space, thus making it difficult to stack images for an entire multicomponent survey.

In order to address this challenge, we propose the following imaging conditions for $I_{PS}$ and $I_{SP}$ components in image $I = \begin{bmatrix} I_{PP} & I_{PS} & I_{SP} & I_{SS} \end{bmatrix}^T$:

\[
I_{PP}(x) = \sum_{e,t} P_s(e,x,t) P_r(e,x,t), 
\]

\[
I_{PS}(x) = \sum_{e,t} (\nabla P_s(e,x,t) \times n(x)) \cdot S_r(e,x,t), 
\]

\[
I_{SP}(x) = \sum_{e,t} ((\nabla \times S_s(e,x,t)) \cdot n(x)) P_r(e,x,t). 
\]

\[
I_{SS}(x) = \sum_{e,t} S_s(e,x,t) \cdot S_r(e,x,t). 
\]

Here, $P$ and $S$ are functions of the experiment index $e$, space $x$ and time $t$, and represent the scalar P- and vector S-modes after Helmholtz decomposition, respectively. $I_{PS}(x)$ and $I_{SP}(x)$ are the PS and SP scalar images, respectively. This expression contains summation over time as well as summation over experiments. Subscripts $s$ and $r$ indicate source- and receiver-side wavefields, respectively. We assume that we know the normal vector $n$ which can be obtained in practice, for example, from a prior computed PP image. Note that waves with small incidence angles contribute to PS and SP images much less than those with larger incidence angles because the PS and SP reflectivities approach zero as the incidence angle decreases to zero. Thus a small error in the estimation of normal vector $n$ would affect only the polarity correction at small incidence angles, and this effect can be neglected in the stacked image. In fact, for the examples shown in this paper, we use a smoothed version of the true normal vectors and obtain satisfactory results.

The geometrical interpretation of our new imaging condition, equations 2.4 - 2.7, is as follows:

**PP imaging** (equation 2.4): The decomposed incident P-mode and the corresponding reflected P-mode are scalars, and their propagation directions are in the reflection plane $\mathcal{R}$. 

---
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Similar to an acoustic RTM image, which is the crosscorrelation of the source and receiver scalar wavefields, the PP image is defined as the crosscorrelation the source and receiver scalar P wavefields.

**PS imaging** (equation 2.5): The vector $\nabla P_s$ characterizes the propagation direction of the incident P-mode and can be calculated directly on the separated P wavefield. The cross product with the normal vector $n$ constructs a vector orthogonal to the reflection plane $R$; as indicated earlier, this direction is parallel with the reflected SV-mode $S_{r\perp}$ and orthogonal to other SH-modes $S_{r\parallel}$ in the wavefield. Therefore, the dot product of ($\nabla P \times n$) and $S$ is just a projection of the vector $S_{r\perp}$ wavefield on a vector which depends on the incidence angle of the P wavefield. For a P-mode incident in the opposite direction, the vector $\nabla P \times n$ reverses direction, thus compensating for the opposite direction of the S-mode. Consequently, the PS imaging condition has the same sign regardless of the incidence direction, and therefore PS images can be stacked without canceling each other at various positions in space.

**SP imaging** (equation 2.6): The reflected P-mode is generated by the incident SV-mode $S_{s\perp}$. Vector $\nabla \times S_{s\perp}$ is orthogonal to the reflection plane. The dot product with the normal vector $n$ produces a scalar field characterizing the magnitude of the S-mode, but is signed according to its relation with respect to the normal $n$. This scalar quantity can be simply correlated with the scalar reflected P wavefield, thus leading to a single image without sign change as a function of the incidence direction. Thus, SP images produced in this fashion can also be stacked without canceling each other at various positions in space.

**SS imaging** (equation 2.7): The incident $S_s$ contains components $S_{s\perp}$ (SV-mode) and $S_{s\parallel}$ (SH-mode), generating reflected $S_{r\perp}$ (SV-mode) and $S_{r\parallel}$ (SH-mode), respectively. The cross product of incident $S_s$ and $S_r$ for the SS imaging condition can be expanded as $S_{s\perp} \cdot S_{r\perp} + S_{s\parallel} \cdot S_{r\parallel}$, because vectors $S_{s\perp}$ and $S_{s\parallel}$ are orthogonal to each other and $S_{s\perp} \cdot S_{r\parallel} = S_{s\parallel} \cdot S_{r\perp} = 0$. Therefore, the SS image $I^{SS}$ is a combination for the SH image and SV image.

In 2D, the scalar imaging conditions from equations 2.5 and 2.6 are simplified. The $S$ has only one non-zero component, $S_y$, since the vector $S$ is orthogonal to the local reflection.
Figure 2.3: Schematic representation of P and SV reflections for an incidence P-mode. \( \mathcal{I} \) and \( \mathcal{R} \) are the interface plane and reflection planes, respectively. Vector \( \mathbf{n} \) indicates the normal to the interface \( \mathcal{I} \), vector \( \nabla P \) is parallel to the propagation direction of the incident P-mode. The vectors represented by the dashed lines indicate the propagation directions of the S-modes, and vector \( \mathbf{S} \) is orthogonal to its propagation direction. \( \nabla P \) and \( \mathbf{n} \) are both contained within the reflection plane \( \mathcal{R} \). Vector \( \mathbf{S} \) representing the reflected SV-mode is orthogonal to the reflection plane \( \mathcal{R} \).

Figure 2.4: Schematic representation of P and S reflections for an incidence S-mode. Both incidence and reflected S-modes can be decomposed into components orthogonal to the reflection plane (SV-modes) and components in the reflection plane (SH-modes). The incidence SH-mode generates reflected SH-mode, while the incidence SV-mode generates reflected P and SV-mode.
plane $\mathcal{R}$. Therefore, the PS and SP imaging conditions are

$$I^{PS} = - \sum_e \sum_t \left( \frac{\partial P}{\partial x} n_z - \frac{\partial P}{\partial z} n_x \right) S_y,$$  \hspace{1cm} (2.8)

$$I^{SP} = \sum_e \sum_t \left( \frac{\partial S_y}{\partial x} n_z - \frac{\partial S_y}{\partial z} n_x \right) P,$$  \hspace{1cm} (2.9)

where $I = I(x, z)$, $P = P(e, x, z, t)$, $S_y = S_y(e, x, z, t)$, $n_z = n_z(x, z)$ and $n_x = n_x(x, z)$.

For a horizontal reflector, i.e. $n = \{0, 0, 1\}$, we can write

$$I^{PS} = - \sum_e \sum_t \frac{\partial P}{\partial x} S_y,$$  \hspace{1cm} (2.10)

$$I^{SP} = \sum_e \sum_t \frac{\partial S_y}{\partial x} P,$$  \hspace{1cm} (2.11)

which simply indicates that in the new imaging condition, we correlate the P or S wavefields with the $x$ derivative of the S or P wavefields, respectively. That is, of course, just a special case of the more general relation in equations 2.5 and 2.6.

We interpret the propagation direction of the P-mode and the polarization direction of the S-mode as the gradient and curl of the displacement vector field, respectively. For a plane wave, $\nabla P$ and $\nabla \times S$ are equivalent to $ikP$ and $ik \times S$, respectively, where $k$ is the wavenumber vector indicating the propagation direction. However, while the spatial derivatives contained in the gradient and curl provide information regarding the directionality of the wavefield, the application of the gradient and curl operators also distorts the amplitude spectrum as well as the phase of the wavefield, and implicitly it distorts the phase of the migrated images. The distortion of the amplitude and phase is undesirable and must be avoided because it can lead to incorrect stratigraphic interpretation.

To correct for a similar distortion of images resulting from the application of a Laplacian filter designed to remove backscattering artifacts in reverse-time migration, Zhang and Sun (2009) apply a $v^2/\omega^2$ filter that compensates for the $k^2$ representing the Laplacian. Here $v$ is velocity and $\omega$ is the angular frequency. To apply this filter, Zhang and Sun (2009)
propose a two-step approach: first, divide the source function by $\omega^2$ prior to reconstructing the source wavefield, and second, scale the image by $v^2$ following migration. The $\omega^2$ filtering is equivalent to a double time integral. We follow their approach and use a similar filter to correct for the distortion of the amplitude and phase of the image. Notice that we can write $\mathbf{i} k = \frac{\omega}{v} \frac{\mathbf{k}}{|k|}$, where the unit vector $\frac{\mathbf{k}}{|k|}$ is the propagation direction. Hence, to correct the imaging condition in equation 2.5, we apply a $1/i\omega$ filter by integrating the source function over time prior to source wavefield reconstruction, and then we multiply the image in the space domain by the P-wave velocity $v$. A similar transformation is applicable for the imaging condition in 2.6 except that in this case, we scale by the S-wave velocity.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.5}
\caption{1D images obtained by (a) crosscorrelation of source and receiver wavefields, (b) crosscorrelation followed by spatial derivative, and (c) source integral prior to crosscorrelation, followed by spatial derivative.}
\end{figure}
Figure 2.5(a) shows a 1D image obtained by crosscorrelation of source and receiver wavefields. After applying a gradient filter, which is simply a spatial derivative in 1D, the amplitude and phase of the image change, Figure 2.5(b). To allow for application of the gradient filter while preserving the amplitude and phase, we follow the flow discussed above to obtain the image shown in Figure 2.5(c), which is identical to the image shown in Figure 2.5(a).

Using the same \( \frac{v}{i\omega} \) filter, we are also able to correct for the amplitude and phase distortion resulting from Helmholtz decomposition, which involves computation of the divergence and curl of the displacement wavefields. In this case, we apply the filter \( \frac{v}{i\omega} \) to both the source and receiver wavefields except that the meaning of the velocity is different, depending on whether we operate with the P or S mode. Similar to the correction for our proposed imaging condition, we apply a \( \frac{1}{i\omega} \) filter by integrating over time the source function prior to source wavefield reconstruction, and by integrating the recorded data prior to receiver wavefield reconstruction. Then, we multiply the PS and SP images by the product of the velocities for the source and receiver wavefields.

In summary, to correct for the amplitude and phase distortion resulting from both Helmholtz decomposition and our new imaging condition, we combine the two corrections discussed earlier by (1) integrating the source function over time twice, prior to source wavefield reconstruction; (2) integrating the recorded data over time once, prior to receiver wavefield reconstruction; and (3) multiplying the PS image by \( v_p^2 v_s \) and the SP image by \( v_p v_s^2 \).

The units of the original displacement wavefield are meters, and the units of the spatial derivative of the wavefield are 1. The application of a \( \frac{v}{i\omega} \) filter, in order to correct for the amplitude and phase distortion caused by the spatial derivative, changes the units of the spatial derivative of the wavefield back to meters. Therefore, the units of the image computed from the new imaging condition with the filter are meters squared.

For the 3D example in Figure 2.1(a), our new imaging condition leads to the PS image in Figure 2.6. In this figure, we apply the filters to correct for image spectrum and
Figure 2.6: The PS image computed using the new imaging condition. Compared to the three components of the vector image shown in Figure 2.2(b), 2.2(d) and 2.2(f), this PS image is a scalar without polarity reversal.
amplitude distortions due to Helmholtz decomposition and our new imaging condition. In contrast to the vector PS image characterized by polarity reversal obtained by using the conventional imaging condition, the PS image obtained using our new imaging condition is a scalar without polarity reversal. This correction allows us to stack multiple elastic images over experiments without cancellation due to opposite polarity of the images constructed from different experiments.

2.3 Examples

![Figure 2.7: 2D synthetic density model with dipping layers.](image)

We illustrate our method using three synthetic models. During the procedure for obtaining PS and SP images, we apply the filters to correct for the amplitude and phase distortion. In the first two examples, we also add a thin water layer to both of the models in order to generate PS conversion from a hard water bottom. The water layer is 0.4 km. The models are smoothed for source and receiver wavefield reconstruction. The first model (Figure 2.7) consists of semi-parallel gently dipping layers. We use 40 sources evenly distributed along the surface, and 500 receivers located at the surface of the model. The source function is a Ricker wavelet with a peak frequency of 35 Hz. Figures 2.8(a) and 2.8(b) are snapshots of the source P and receiver S wavefields, respectively, and Figures 2.9(a) and 2.9(b) are snapshots of the source S and receiver P wavefields, respectively. In both cases, we observe polarity flips in the S wavefield.
Figure 2.8: (a) Source P wavefield and (b) receiver S wavefield for a single shot. Both source and receivers are on the surface of the model.
Figure 2.9: (a) Source S wavefield and (b) receiver P wavefield for a single shot. Both source and receivers are on the surface of the model.
Figure 2.10: PS stacked images obtained using (a) the conventional imaging condition and (b) our new imaging condition. The image in panel (b) at (1.0, 1.0) km is stronger, in contrast with the image in panel (a) which suffers from cancellation due to polarity reversal.
Figure 2.11: SP images obtained using (a) the conventional imaging condition and (b) our new imaging condition. The image in panel (b) at (1.0, 0.7) km is stronger, in contrast with the image in panel (a) which suffers from cancellation due to polarity reversal.
Figure 2.12: PS common image gather at $x = 1.5$ km obtained from (a) the conventional imaging condition. From left to right, the horizontal events change sign at normal incidence. (b) Using the new imaging condition, we obtain the PS common image gather without polarity change.

Figure 2.13: SP common image gather at $x = 1.5$ km obtained from (a) the conventional imaging condition. From left to right, the horizontal events change sign at normal incidence. (b) Using the new imaging condition, we obtain the SP common image gather without polarity changes.
Using the conventional imaging condition (i.e., cross-correlation of the source and receiver wavefields), we obtain the PS and SP image shown in Figures 2.10(a) and 2.11(a). The reflectors on the left side of the model are not well imaged, due to the fact that the polarity of individual images change sign at normal incidence, thus causing destructive interference during summation over shots. The PS and SP common image gathers at \( x = 1.5 \) km (Figures 2.12(a) and 2.13(a)) show this polarity reversal causing image destruction.

In contrast, Figures 2.10(b) and 2.11(b) show PS and SP images using our new imaging condition, respectively. In this case, the interfaces are more continuous compared to the image constructed by the simple cross-correlation imaging condition. Moreover, the PS and SP common image gathers at \( x = 1.5 \) km (Figures 2.12(b) and 2.13(b)) confirm that there is no polarity change as a function of shot position.

Figure 2.14: Marmousi model with density contrast.

The second example (Figure 2.14) is a modified Marmousi model (Versteeg, 1991, 1993). It contains several major faults and semi-parallel dipping layers. We use 60 explosive sources evenly distributed along the surface, and receivers are on a cable that moves with the source. The source-receiver offset ranges from \(-1.5\) km to \(1.5\) km. The source function is a Ricker wavelet with a peak frequency of 35 Hz.
Figure 2.15: PS common image gather at $x = 2.5$ km obtained from (a) the conventional imaging condition, (b) the conventional imaging condition with the simple correction that flips the sign of the image at negative offset, and (c) the new imaging condition.
Figure 2.16: PS image from a single shot using (a) the conventional imaging condition, (b) the conventional imaging condition with simple correction that flips the sign of the image at negative offset, and (c) the new imaging condition. Source is located at (1.85, 0) km.
Figure 2.17: PS stacked image using (a) the conventional imaging condition, (b) the conventional imaging condition with simple correction that flips the sign of the image at negative offset, and (c) the new imaging condition.
The source S wavefield is weak because of the minor energy conversion at the top of the model; therefore the SP image is also weak. Consequently in the figures, we show only the PS image. Using the conventional imaging condition, we obtain an image from a single shot and the stacked PS image shown in Figure 2.16(a) and Figure 2.17(a), respectively. One common image gather (Figure 2.15(a)), is extracted from all 60 experiments at \( x = 2.5 \) km. In Figure 2.17(a) and 2.15(a), the events change polarity at normal incidence, which leads to destructive interference in the stacked image. The simplest correction is to change the sign of the image where the offset is negative. One common image gather at \( x = 2.5 \) km and one image from a single shot are shown in Figure 2.15(b) and Figure 2.16(b), respectively. This method corrects for polarity change at large offset, but does not work at small incidence angles. The stacked image seen in Figure 2.17(b) is better focused than the image in Figure 2.17(a); however, the middle part with complicated geological structures is not well-illuminated. By applying the new imaging condition, we obtain the common image gathers and the image from a single shot without polarity reversal shown in Figure 2.15(c) and 2.16(c), respectively. Notice that in the stacked image shown in Figure 2.17(c), events are well-focused.

The third model is the 3D SEG/EAGE salt model (Aminzadeh et al., 1997) and the density model is shown in Figure 2.18(a). The P and S velocity models are smoothed. We use 9 sources evenly distributed in a horizontal plane at \( z = 0.02 \) km and a dense network of receivers at \( z = 0.03 \) km. We simulate the data with contrasts in the density model and use displacement vectors at the receiver locations as recorded data. The source function is represented by a Ricker wavelet with a peak frequency of 40 Hz. Using the new imaging condition, we obtain the PS stacked image, Figure 2.18(b). In the PS image the salt boundary is continuous without polarity change, which shows that the new imaging condition works for 3D cases with complicated geological structures.
Figure 2.18: (a) 3D SEG/EAGE salt model, the density model. (b) The PS image obtained using the new imaging condition.
2.4 Discussions

This new imaging condition requires additional information that is not available in the extrapolated wavefield, specifically the reflector normal field. In this section, we investigate two practical problems associated with this imaging condition, including the estimation of the reflector normals when the reflectors are imaged at incorrect positions, and the imaging of a reflector by waves from opposite sides.

2.4.1 Estimation of the reflector normal

![Synthetic model with one dipping reflector](image)

Figure 2.19: Synthetic model with one dipping reflector. The source, indicated by the dot, is located at (0.1, 1.0) km. The receiver line, indicated by the line, is at z = 0.2 km.

The scalar imaging condition requires an estimate of the reflector normal \( \mathbf{n} \). If the velocity is incorrect, reflectors in PP, PS, and SP images are incorrectly positioned and can cause inaccurate estimations of the normal for PS and SP imaging from the PP image. Reflector normals estimated from a PP image are inconsistent with those from a PS image and thus are unavailable for the scalar imaging condition. Therefore, instead of estimating reflector normals from a PP image, we choose to estimate the normal vectors from the PS image computed using the conventional imaging condition. Because the polarity reversal present in conventional PS images results in poor resolution of the stacked conventional PS image, we apply a simple correction for this polarity change, for example, by reversing the sign of the image at negative source-receiver offsets. Alternatively, we could estimate the reflector normal on individual images obtained with the conventional imaging condition which does not correct for polarity reversal, at higher overall computational cost.
Figure 2.20: (a) The PP image computed by crosscorrelating P-waves in source and receiver wavefields. (b) The reflector normal estimated using the PP image. (c) The PS image computed using the dip field in panel (b). Note that the image of the reflector incorrectly changes polarity at around (0.7, 0.6) km.
Figure 2.21: (a) The PS image obtained by crosscorrelating the source P wavefield and receiver S wavefield. (b) The reflector dip estimated using PS image. (c) The PS image computed using the dip field from panel (b). This PS image has no polarity change.

Figure 2.22: The Marmousi model. The 20 sources, indicated by the dots, are located at depth $z = 0.1$ km. The receiver line, indicated by the line, is at $z = 0.05$ km.
Figure 2.23: (a) The stacked PP image computed by crosscorrelating P-waves in source and receiver wavefields. (b) The reflector normal estimated using the PP image. (c) The PS image computed using the dip field from panel (b). The reflectors highlighted by the boxes are not continuous and poorly imaged.
Figure 2.24: (a) The stacked PS image computed by crosscorrelating P-waves in the source wavefield and S-waves in the receiver wavefield. The PS image polarity for individual shots are corrected by reversing the image at negative offsets. (b) The reflector dip estimated using PS image. (c) The PS image computed using the dip field. The reflectors highlighted by the boxes are better imaged compared to the PS image in Figure 2.23(c).
We demonstrate our approach for estimating reflector normals using a model with a single dipping reflector, Figure 2.19. We use a displacement source located at (1.0, 0.1) km, and we record the displacement wavefield with a line of receivers at depth \( z = 0.2 \) km. The source function is a Ricker wavelet with a peak frequency of 30 Hz. The P- and S-wave velocities of the true models are 2.6 and 1.5 km/s, respectively. For migration, we use incorrect constant P- and S-wave velocities of 2.0 and 1.6 km/s, respectively. Note in Figure 2.20(a) that the reflector in the PP image, computed using the incorrect velocity, is located above the position of the true reflector and also incorrectly exhibits curvature. Next, using the estimated normal vectors (Figure 2.20(b)) from the PP image, we obtain the PS image shown in Figure 2.20(c). Comparing Figure 2.20(a) to Figure 2.20(c), we observe that the position of the reflector in the PP image differs from that of the reflector in the PS image; thus, reflector normals computed from the PP image are not suitable for use in PS migration. This is further demonstrated by the fact that the PS image computed using the reflector normals from Figure 2.20(b) show polarity reversal at (0.7, 0.6) km. We address this issue by using the conventional PS image (Figure 2.21(a)), instead of the PP image, to estimate the reflector normal vectors (Figure 2.21(b)). With the normal vectors shown in Figure 2.21(b), the resulting PS image shown in Figure 2.21(c) has no polarity change. The explanation for this behavior is that all vectors used in our imaging condition are consistent with one-another, although they are all distorted by the inaccurate migration velocity.

We illustrate our approach using a modified Marmousi model (Versteeg, 1991, 1993), as shown in Figure 2.22. Compared with the original model, the modified model has an increased depth of the water layer in order to generate PS conversion from a hard water bottom. Twenty explosive sources are evenly distributed along the surface, and 600 multicomponent receivers are located at depth \( z = 0.05 \) km. The source function is a Ricker wavelet with a peak frequency of 35 Hz. Crosscorrelating the source P wavefield with the receiver P and S wavefields, we obtain the PP (Figure 2.23(a)) and PS (Figure 2.24(a)) images, respectively. For the PS image in Figure 2.24(a), we apply a simple polarity correction by...
reversing the sign of the pre-stacked PS images at negative source-receiver offsets. Because the P-velocity and S-velocity used for migration are 12% higher and 4% lower than the true model, respectively, the reflectors are at different positions in PP and PS images. With the reflector normal (Figure 2.23(b)) estimated from the PP image we compute the PS image using the scalar imaging condition (Figure 2.23(c)). Notice that a reflector changes polarity at (1.1, 0.7) km. If we estimate the reflector normal (Figure 2.24(b)) using the conventional PS image, we obtain a stacked PS image, computed using the scalar imaging condition, without distortion caused by polarity reversals.

2.4.2 Imaging from opposite sides of a reflector

![Figure 2.25: Schematic representation of reflections at an interface for (a) down-going and (b) up-going PS converted-modes. Compared to (a), vector \( \nabla P \) changes sign in (b), resulting in the sign change of \( \nabla P \times \mathbf{n} \).](image)

In complex subsurface models, reflectors are often illuminated by waves approaching from opposite sides; for example, a reflector might be imaged both from above by a down-going direct wave and from below by a diving wave. Consider the cases shown in Figures 2.25(a) and 2.25(b), depicting down-going and up-going PS converted waves, respectively. Assuming the incident P-modes in Figures 2.25(a) and 2.25(b) have the same polarity, then vectors \( \nabla P \) point in opposite directions, and the reflected S-modes must have opposite polarities.
because reflectivity changes sign for incident waves approaching a reflector from opposite sides (Aki and Richards, 2002). Therefore, conventional PS images computed by migrating waves reflected off opposite sides of a reflector also have opposite polarities.

In contrast, the polarities of PS images computed using our scalar imaging condition for the two cases shown in Figures 2.25(a) and 2.25(b) have the same polarity. This is because all reflector normal vectors are constructed to point toward only one side of the reflector (the vertical component of all normal vectors must have the same sign in order to avoid ambiguity). Thus, for the same type of incident P-modes, the signs of vector $\nabla P \times n$ are opposite in the two cases depicted in Figures 2.25(a) and 2.25(b), because vectors $\nabla P$ points in opposite directions. The sign change of $\nabla P \times n$ compensates for the difference in polarity of the reflected S-modes, and results in both SP images having the same polarity regardless of the direction of the incident P-mode. Similarly, for SP images, reflected P-modes on opposite sides of a reflector have different polarities due to the sign change in reflectivity; however, the reflector normal vector $n$ corrects for the polarity difference in SP images computed from waves reflected from opposite sides.

To further explain how the scalar imaging condition generates PS images with the same polarity for both cases depicted in Figures 2.25(a) and 2.25(b), we consider another synthetic example with one horizontal reflector (Figures 2.26(a)-2.26(d)). The sources and receivers are positioned at the top of the first layer, and the reflector normal points upward. Using the scalar imaging condition, we obtain the PS image shown in Figure 2.26(a). If we switch the material properties of the top and bottom layers while keeping the acquisition geometry and the direction of the reflector normal vector unchanged, we obtain the PS image shown in Figure 2.26(b), which has opposite polarity compared to the image in Figure 2.26(a). Next, if we rotate the entire experiment shown in Figure 2.26(b) by 180 degrees or, equivalently, reverse the direction of the z-axis, we obtain the PS image shown in Figure 2.26(c) with the same polarity as the PS image shown in Figure 2.26(b). Finally, by simply reversing the direction of the reflector normal from Figure 2.26(c) to Figure 2.26(d), we obtain the
PS image in Figure 2.26(d) with the same polarity as the image shown in Figure 2.26(a). Notice that the only difference between the models shown in Figures 2.26(a) and 2.26(d) is that the incident P-modes illuminate the horizontal reflector from opposite sides. Therefore, using the scalar imaging condition, we obtain PS images of the same polarity for up- and down-going waves.

We illustrate migration with waves approaching reflectors from opposite sides using a model consisting of gently dipping layers (Figure 2.27). The sources and receivers are in two wells. We use 20 sources evenly distributed in the well at \( x = 0.1 \) km, and 500 receivers located at \( x = 1.4 \) km. Using the conventional imaging condition, we obtain the PS image shown in the left panel of Figure 2.28(a). The reflectors around \( z = 1.2 \) km are poorly imaged because they are illuminated by waves from opposite sides. In the common image gather at \( x = 0.8 \) km, the right panel of Figure 2.28(a), the polarities of the events in different experiments are inconsistent. In contrast, Figure 2.28(b) shows the PS image using the scalar imaging condition. In this case, the interfaces in the image around \( x = 1.4 \) km are stronger, and the events have consistent polarities in all experiments, which confirms that the PS images computed using waves reflected at opposite sides of the reflector have consistent polarities.

### 2.5 Conclusions

We derive a new 3D imaging condition for PS and SP images constructed by elastic reverse-time migration. In conventional methods, P- and S-modes are obtained using Helmholtz decomposition. However, our imaging condition does not correlate various components of the S wavefield with the P wavefield; instead, our method uses geometrical relationships between the wavefields, their propagation directions, and the reflector orientation and polarization directions to construct a single image characterizing the PS or SP reflectivity. Our method leads to accurate images without the need to decompose wavefields into directional components or to construct costlier extended images in the angle domain. However, our method is constructed based on the assumption that polarity changes at normal
Figure 2.26: PS imaging of a horizontal interface for various source/receiver configurations. The left panels are the models with the acquisition geometry, and the right panels are the corresponding PS images. The dots are the locations of the sources and lines are the locations of the receivers. The arrow indicates the reflector normal for PS migration. Note that the polarities of the PS images are the same in experiments (a) and (d), but different from experiments (b) and (c).
Figure 2.27: A crosswell example illustrating illumination for opposite sides of a reflector. The 20 sources, indicated by the dots, are in a well at $x = 0.1$ km. The receivers, indicated by the line, are at $x = 1.4$ km.

Figure 2.28: (a) The stacked PS image using conventional imaging condition. The reflectors around $z = 1.2$ km are not imaged. (b) The stacked PS image using the scalar imaging condition. The reflectors around $z = 1.2$ km are well-imaged. The left panels are the stacked PS images and the right panels are common image gathers at $x = 0.8$ km. Note that for Figure (a), the polarities of the events in the common image gather are inconsistent from left to right, while for Figure (b), the events have consistent polarities in all experiments.
incidence in isotropic media. In the case of anisotropy, polarity may change at non-zero incidence angle, in which case the imaging condition would need to be modified.
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CHAPTER 3
3D ANGLE DECOMPOSITION FOR ELASTIC REVERSE TIME MIGRATION
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Common reflection-angle gathers are important tools for migration velocity analysis and amplitude-versus-angle analysis. Angle gathers of acoustic (PP) and elastic (PS, SP, and SS) reflections provide information about different subsurface material properties. We propose 3D angle decomposition methods for elastic reverse time migration using three approaches. The first approach uses time- and space-lag common image point gathers computed from elastic wavefields. This method felicitates computing angle gathers at sparse and irregularly distributed points in the image, which is computationally cheaper compared to alternative methods based on common image gathers. The second approach uses time-lag common image gathers. This improved method transforms the extended time-lag images to the angle domain using slant-stacks along surfaces that connect neighboring positions, instead of using line slant-stacks for isolated common image gathers as is commonly done with common image gathers. The third approach uses space-lag common image gathers. We propose a new method based on a system of equations that handles dipping reflectors and generates angle gathers with improved accuracy compared to other existing methods. We demonstrate our methods using 2D and 3D synthetic and field data examples and show that our techniques provide accurate opening and azimuth angles, and that they can handle steeply dipping reflectors and converted wave modes.
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3.1 Introduction

Common reflection-angle gathers are useful in migration velocity analysis and amplitude-versus-angle analysis. Angle decomposition techniques can be classified into two categories, depending on the type of migration used: ray-based methods and wavefield-based methods. Ray-based methods (Brandsberg-Dahl et al., 1999; Audebert et al., 2000; Xu et al., 2001) are convenient, as it is straightforward and efficient for obtaining angle information from ray-paths traced to an image point. However, the accuracy of ray-based algorithms suffers in areas where velocity contrasts are strong, for example, in the presence of salt bodies. Wavefield-based angle-decomposition methods rely on decomposition of the wavefield into its plane wave components (De Bruin et al., 1990; Wu and Xie, 2002; Sava and Fomel, 2003; Biondi and Symes, 2004; Yoon et al., 2004; Sava, 2007; Xu et al., 2011; Sava and Vlad, 2011). Although more computationally expensive compared to ray-based methods, the wavefield-based methods are superior because they accurately simulate wave propagation in complex geologic structures.

Wavefield-based methods generally fall into two categories: pre-migration and post-migration algorithms (Vyas et al., 2011). Pre-migration methods refer to techniques that decompose the wavefields prior to the imaging condition, for example, by $f-k$ domain decomposition (Xu et al., 2011), or by Poynting vector methods (Yoon and Marfurt, 2006; Yan and Ross, 2013). Because $f-k$ domain decomposition requires 4D Fourier transforms in 3D models, the computational cost can be high. Poynting vector methods are less computationally intensive but may yield inaccurate angle information when wavefields are complicated, e.g., by triplicated wavefronts (Patrikeeva and Sava, 2013). Post-migration methods, which decompose migrated images to angle gathers after the imaging condition, require two steps: computation of extended images as a function of space- or time-lag gathers followed by mapping of the images from the extended domain to the angle domain. The extended image gathers can be formed as a function of space-lag ($\lambda$CIG) (Rickett and Sava, 2002; Sava and Fomel, 2003), time-lag ($\tau$CIG) (Sava and Fomel, 2006), or mixed time- and space-lag common
image point (CIP) gathers (Sava and Vlad, 2011). Angle gathers computed using \( \lambda \)CIGs or \( \tau \)CIGs describe the reflectivity as a function of reflection angles and a space axis (typically the depth axis), while for CIPs, the angle-dependent reflectivity is evaluated at key selected points in the subsurface.

Wavefield-based angle-decomposition methods can be extended to elastic and anisotropic media. Sava and Alkhalifah (2013) propose a technique for mapping CIP gathers to angle gathers in 3D TI media, with wavefields constructed by solving a pseudo-acoustic wave equation. Algorithms for elastic wavefield-based angle decomposition have also been proposed (Yan and Sava, 2008; Yan and Xie, 2012). One important issue in angle decomposition using elastic wavefields is the choice of imaging condition. A proper imaging condition is needed to separate different wave modes. Yan and Sava (2008) propose an extended imaging condition that crosscorrelates decomposed P and S wavefields from the source and receiver. The amplitudes of computed CIGs for different types of reflections (PP, PS, SP, and SS) are related to their reflection coefficients, and these CIGs can be mapped to the angle domain through a process similar to that used in the acoustic case. However, the shear wavefield after Helmholtz decomposition has three non-zero components in 3D, which makes it challenging to include information from all components into PS angle gather. Duan and Sava (2015) propose a scalar imaging condition for converted waves, that generates 3D PS and SP scalar images. We extend this imaging condition to compute scalar PS and SP extended images without polarity reversal, which can then be used for 3D angle decomposition.

Most of the angle decomposition methods using extended images assume that the reflectors are horizontal and the incidence and reflection angles are equal. Therefore, the computed angles for dipping reflectors and converted waves using the existing methods lead to inaccurate angle gathers. In this paper, we present improved methods for opening and azimuth angle decomposition for elastic RTM. We develop an extended scalar imaging condition from the zero-lag scalar imaging condition introduced by Yan and Sava (2008). Our methods utilize local plane wave decompositions of extended images and exploit the rela-
tionships between the time-lag, space-lag, and image shift in space. These relationships lead to opening and azimuth angle decomposition for PP, PS, SP, and SS reflections using either time-lag common image gathers (τCIGs), space-lag common image gathers (λCIGs), or time- and space-lag common image point (CIP) gathers.

3.2 Elastic scalar imaging condition

Duan and Sava (2015) develop a scalar imaging condition using geometrical relationships between the P and S wave propagation directions, the reflector orientation, and the S wave polarization direction. The PS and SP images computed using this imaging condition are scalars without polarity reversal. Combining this scalar imaging condition for converted waves with the PP and SS imaging conditions proposed by Yan and Sava (2008), we obtain an elastic imaging condition defined by the following equations for PP, PS, SP, and SS reflectivity:

\[
I_{PP}(x) = \sum_{e,t} P_s(e,x,t) P_r(e,x,t),
\]

\[
I_{PS}(x) = \sum_{e,t} [\nabla P_s(e,x,t) \times \mathbf{n}(x)] \cdot S_r(e,x,t),
\]

\[
I_{SP}(x) = \sum_{e,t} [\nabla \times S_s(e,x,t)] \cdot \mathbf{n}(x) \cdot P_r(e,x,t),
\]

\[
I_{SS}(x) = \sum_{e,t} S_s(e,x,t) \cdot S_r(e,x,t).
\]

The vector \( \mathbf{n}(x) \) represents the normal to the reflector plane. Quantities \( P(e,x,t) \) and \( S(e,x,t) \) represent P and S wavefields obtained by wave-mode separation, as functions of experiment \( e \), time \( t \), and space \( x \). Subscripts \( s \) and \( r \) indicate the wavefield origins at the source or receivers, respectively. The P and S wavefields are obtained from displacement wavefields using Helmholtz decomposition (Dellinger and Etgen, 1990a; Yan and Sava, 2008):

\[
P(e,x,t) = \nabla \cdot u(e,x,t),
\]

\[
S(e,x,t) = \nabla \times u(e,x,t).
\]
Equations 3.1-3.4 represent special cases of more general forms of extended imaging conditions (Rickett and Sava, 2002; Sava and Fomel, 2006; Sava and Vasconcelos, 2009). An extended imaging condition defines the image as a function of space and crosscorrelation lags, i.e., space-lag $\lambda$ and time-lag $\tau$:

$$I_{PP}(x, \lambda, \tau) = \sum_{e,t} P_s(x - \lambda, t - \tau) P_r(x + \lambda, t + \tau), \quad (3.7)$$

$$I_{PS}(x, \lambda, \tau) = \sum_{e,t} \left[ \nabla P_s(x - \lambda, t - \tau) \times n(x) \right] \cdot S_r(x + \lambda, t + \tau), \quad (3.8)$$

$$I_{SP}(x, \lambda, \tau) = \sum_{e,t} \left[ \nabla \times S_s(x - \lambda, t - \tau) \cdot n(x) \right] P_r(x + \lambda, t + \tau), \quad (3.9)$$

$$I_{SS}(x, \lambda, \tau) = \sum_{e,t} S_s(x - \lambda, t - \tau) \cdot S_r(x + \lambda, t + \tau). \quad (3.10)$$

Space-lag $\lambda = [x_x, x_y, x_z]$ and time-lag $\tau$ describe the space shift and time shift, respectively, between the source and receiver wavefields prior to imaging.

Such extended images can be used in image post-processing for amplitude variation with angle analysis (Beretta et al., 2002), tomographic velocity analysis (Symes, 1993; Sava and Biondi, 2004a; Yang and Sava, 2015), and migration artifact attenuation (Zhang and Sun, 2009; Duan and Sava, 2014).

### 3.3 Moveout analysis

The extended imaging condition in equations 3.7-3.10 preserve necessary information for decomposing images in angle-dependent components, and these images can be used for velocity analysis. In 3D, the PP, PS, SP, and SS images generated using this imaging condition are scalars, which can be used directly to compute angle gathers. We formulate our method under the assumption that the reflector is locally a plane, and that the incident and reflected wavefields are also locally planar. However, the derived algorithms are not limited to cases where the wavefronts are planar because waves can always be decomposed to planar components, even in complex wavefields with triplicated waves.
We define the angle domain as the set of half-opening angle $\theta$, and azimuth $\phi$, and we use the following unit vectors to describe the angle decomposition procedure (Figure 3.1):

- $o$: azimuth vector acting as a reference direction, e.g., North
- $n$: reflector normal
- $a$: projection of the azimuth vector in the interface plane:
  \[ a = (n \times o) \times n \quad (3.11) \]
- $n_s$: propagation direction of the incident wave
- $n_r$: propagation direction of the reflected wave
- $q$: vector lying at the intersection of the interface and the reflection plane:
  \[ q = Q(n, \phi) a, \quad (3.12) \]
  where $Q(n, \phi)$ is a rotation matrix defined by the axis $n$ and the angle $\phi$:
  \[
  Q = \begin{bmatrix}
  n_x^2 + (n_y^2 + n_z^2) \cos \phi & n_x n_y (1 - \cos \phi) - n_z \sin \phi & n_x n_z (1 - \cos \phi) + n_y \sin \phi \\
  n_y n_x (1 - \cos \phi) + n_z \sin \phi & n_y^2 + (n_x^2 + n_z^2) \cos \phi & n_y n_z (1 - \cos \phi) - n_x \sin \phi \\
  n_z n_x (1 - \cos \phi) - n_y \sin \phi & n_z n_y (1 - \cos \phi) + n_x \sin \phi & n_z^2 + (n_x^2 + n_y^2) \cos \phi
  \end{bmatrix}.
  \quad (3.13)
\]

The (locally planar) source wavefield propagates along the direction indicated by vector $n_s$ with speed $v_s$, and the (locally planar) receiver wavefield propagates along the direction indicated by vector $n_r$ with speed $v_r$. As shown in Figure 3.2(a), the point of coordinates $x_o$ indicates the intersection of the two wavefronts and the reflection plane at time $t = t_o$:

\[
\begin{align*}
  n_s \cdot (x - x_o) &= v_s (t - t_o) , \\
  n_r \cdot (x - x_o) &= v_r (t - t_o) .
\end{align*}
  \quad (3.14)
\]

Introducing space-lag $\lambda$ to equations 3.14 and 3.15 is equivalent to shifting the wavefronts in space, and introducing time-lag $\tau$ is equivalent to propagating the wavefronts in time. For
Figure 3.1: Schematic representation of the angles and vectors used in opening and azimuth angle decomposition for an image point \( x_o \). \( \mathcal{I} \) and \( \mathcal{R} \) are the interface plane and reflection planes, respectively. Vector \( n \) indicates the normal to the interface \( \mathcal{I} \), vector \( n_s \) defines the propagation direction of the incident wave, vector \( n_r \) defines the propagation direction of the reflected wave, vector \( a \) is the projection of the azimuth vector in the interface plane, vector \( o \) is the reference direction, and vector \( q \) lies at the intersection of the interface and reflection planes. Angle \( 2\theta \) is the sum of incidence and reflection angles, angle \( 2\psi \) is their difference, and angle \( \phi \) is the azimuth.
Figure 3.2: Cartoon describing source and receiver planes intersecting in the reflection plane (a) at location $x_o$ at time $t_o$, and (b) at location $x$ after moving both planes along time- and space-axes. Vectors $n_s$ and $n_r$ define the propagation directions of the incident and reflected waves in space, respectively.
equation 3.14, we shift the source wavefront in space by $+\lambda$. At time $t = t_o - \tau$, the source wavefront is described by

$$n_s \cdot (x - x_o - \lambda) = v_s (-\tau) .$$

(3.16)

For equation 3.15, we shift the receiver wavefront in space by $-\lambda$. At time $t = t_o + \tau$, the receiver wavefront is described by

$$n_r \cdot (x - x_o + \lambda) = v_r (+\tau) .$$

(3.17)

The intersection of the two wavefronts in the reflection plane is shifted to position $x$, outside the local reflector plane as shown in Figure 3.2(b). The expressions relating the extended images using the locally planar source and receiver wavefields are

\[
\begin{align*}
\left\{ \begin{array}{l}
\left( \frac{n_s}{v_s} - \frac{n_r}{v_r} \right) \cdot (x - x_o) - \left( \frac{n_s}{v_s} + \frac{n_r}{v_r} \right) \cdot \lambda &= -2\tau , \\
\left( \frac{n_s}{v_s} + \frac{n_r}{v_r} \right) \cdot (x - x_o) - \left( \frac{n_s}{v_s} - \frac{n_r}{v_r} \right) \cdot \lambda &= 0 ,
\end{array} \right. \\
\end{align*}
\]

(3.18, 3.19)

which are obtained by the sum and difference of equations 3.16 and 3.17. The vector $(x - x_o)$ measures the spatial shift of the image point, corresponding to time-lag $\tau$ and space-lag $\lambda$.

We consider three special cases of extended images: using both space- and time-lags, using time-lag, or using space-lags. For each extended image type, we derive the equations that link space- or time-lag with half-opening angle $\theta$ and azimuth $\phi$ from equations 3.18 and 3.19. One common step for the three approaches is to replace vectors $n_s$ and $n_r$ with functions of vectors $n$ and $q$:

\[
\begin{align*}
n_s &= q \sin (\theta - \psi) - n \cos (\theta - \psi) , \\
n_r &= q \sin (\theta + \psi) + n \cos (\theta + \psi) .
\end{align*}
\]

(3.20, 3.21)

As shown in Figure 3.1, the angle $2\theta$ is the sum of the incidence and reflection angles, and the angle $2\psi$ is their difference. Thus the incidence angle is $\theta - \psi$, and the reflection angle is $\theta + \psi$. With $\gamma$ as the ratio of the source and receiver velocities, $v_s$ and $v_r$, respectively, we use Snell’s law and obtain the expression
\[
\gamma = \frac{v_s}{v_r} = \frac{\sin(\theta - \psi)}{\sin(\theta + \psi)},
\] (3.22)

or the expression for \(\psi\) using \(\gamma\) and \(\theta\):

\[
\tan \psi = \frac{1 - \gamma}{1 + \gamma} \tan \theta.
\] (3.23)

By substituting equation 3.23 in equations 3.20 and 3.21, we can replace the angle \(\psi\) with a function of \(\gamma\) and \(\theta\):

\[
\begin{cases}
\mathbf{n}_s + \gamma \mathbf{n}_r = \frac{(\gamma^2 - 1) \mathbf{n} + 2q\gamma \sin 2\theta}{\sqrt{\gamma^2 + 1 + 2\gamma \cos 2\theta}}, \\
\mathbf{n}_s - \gamma \mathbf{n}_r = -\mathbf{n}\sqrt{\gamma^2 + 1 + 2\gamma \cos 2\theta},
\end{cases}
\] (3.24)

which can be substituted in equations 3.18 and 3.19 to form the system of equations for angle decomposition.

### 3.3.1 Angle decomposition using CIPs

For CIP gathers, we derive the relationships between time- and space-lags at point \(\mathbf{x}_o\) from equations 3.18 and 3.19 by setting the image shift \((\mathbf{x} - \mathbf{x}_o)\) to zero:

\[
\begin{cases}
\left( \frac{\mathbf{n}_s}{v_s} + \frac{\mathbf{n}_r}{v_r} \right) \cdot \lambda = 2\tau, \\
\left( \frac{\mathbf{n}_s}{v_s} - \frac{\mathbf{n}_r}{v_r} \right) \cdot \lambda = 0.
\end{cases}
\] (3.26)

(3.27)

Substituting equations 3.24 and 3.25 in equations 3.26 and 3.27, we obtain the system of equations that describes the relationships between image shift \((\mathbf{x} - \mathbf{x}_o)\) and time-lag \(\tau\):

\[
\begin{cases}
\gamma \sin 2\theta \left( \mathbf{q} \cdot \lambda \right) = v_s \tau, \\
\sqrt{\gamma^2 + 1 + 2\gamma \cos 2\theta} \mathbf{n} \cdot \lambda = 0.
\end{cases}
\] (3.28)

(3.29)

From equation 3.29, only space-lags that are orthogonal to the reflector normal vector \(\mathbf{n}\) contribute to the extended image.
The pseudocode for the angle decomposition procedure using time- and space CIP gathers (equations 3.28 and 3.29) is shown in Algorithm 1. Given the normal vector \( \mathbf{n} \) and the azimuth reference vector \( \mathbf{o} \), we compute vector \( \mathbf{a} \), which is the projection of the azimuth vector in the interface plane. Then, we loop over all possible values of the azimuth angle \( \phi \) and construct the vector \( \mathbf{q} \), which lies at the intersection of the interface and reflection planes. This step is a rotation of the azimuth reference vector \( \mathbf{a} \) within the interface plane by the azimuth angle \( \phi \). Next, we loop over all possible values of the reflection angle \( \theta \) and apply a slant-stack to \( I(\lambda, \tau) \) using equations 3.28 and 3.29. The output image \( I(\phi, \theta) \) is a function of half-opening angle \( \theta \) and azimuth angle \( \phi \).

**Algorithm 1** Isotropic angle decomposition using time- and space-lag CIP gathers

1: for each CIP do
2: \hspace{0.5cm} input \( I(\lambda, \tau) \)
3: \hspace{0.5cm} input \( \mathbf{n}, \mathbf{o}, \gamma, v_s \)
4: \hspace{0.5cm} \{\mathbf{n}, \mathbf{o}\} \rightarrow \mathbf{a}
5: \hspace{0.5cm} for \( \phi = 0^\circ \ldots 360^\circ \) do
6: \hspace{1.0cm} \{\mathbf{n}, \mathbf{a}, \phi\} \rightarrow \mathbf{q}
7: \hspace{1.0cm} for \( \theta = 0^\circ \ldots 90^\circ \) do
8: \hspace{1.5cm} \[ I(\lambda, \tau) \Rightarrow I(\phi, \theta) \]
9: \hspace{1.0cm} end for
10: \hspace{0.5cm} end for
11: \hspace{0.5cm} return \( I(\phi, \theta) \)
12: end for

Equations 3.28 and 3.29 simplify for PP reflections, with velocity ratio \( \gamma = 1 \) (Sava and Fomel, 2003):

\[
\begin{align*}
\sin \theta (\mathbf{q} \cdot \mathbf{\lambda}) &= v_s \tau, \\
\mathbf{n} \cdot \mathbf{\lambda} &= 0.
\end{align*}
\]  

(3.30)  

(3.31)

Similar to equation 3.28, equation 3.30 describes a linear relationship between space-lag \( \lambda \) and time-lag \( \tau \).

We illustrate this angle decomposition method using a 3D homogeneous model with a horizontal reflector at depth \( z = 0.2 \) km, shown in Figure 3.3. The acquisition geometry consists of a 2D network of receivers at \( z = 0.02 \) km. We generate a three-component shot
gather using a vertical displacement source at coordinates (0.4, 0.4, 0.02) km with a 110Hz peak frequency Ricker wavelet. Figures 3.4(a) and 3.4(b) show the PP and PS images, respectively, which are computed using the imaging condition shown in equations 3.1 and 3.2. Both the PP and PS images are scalars without polarity reversal. Figure 3.5(a) shows a PP CIP gather of a picked image point at coordinates (0.33, 0.33, 0.2) km. Following Algorithm 1, we compute the corresponding angle gather shown in the top right panel of Figure 3.5(a). The dot overlain on the angle gather indicates the analytical estimation of the opening and azimuth angle using the acquisition geometry. We also compute PP angle gathers for eight different shots, shown in Figure 3.5(b). Because the migration velocity is correct, the summation of the eight extended PP images forms a focusing point at $\tau = 0$, $\lambda = 0$. The top right panel of Figure 3.5(b) shows the combination of eight PP angle gathers at the center of the reflector, which match the analytical estimation shown as dots. Similarly, we compute the PS angle gather for the CIP gather (Figure 3.6(a)) of a picked image point at coordinates (0.2, 0.2, 0.2) km. The computed PP and PS angle gathers match the analytical estimations, which demonstrates the accuracy of the angle decomposition algorithm.

### 3.3.2 Angle decomposition using $\tau$CIGs

For time-lag common image gathers ($\tau$CIGs), we set $\lambda = 0$ in equations 3.18 and 3.19 and obtain

$$
\begin{align*}
\begin{cases}
\left( \frac{n_s}{v_s} - \frac{n_r}{v_r} \right) \cdot (x - x_o) + 2\tau = 0, \\
\left( \frac{n_s}{v_s} + \frac{n_r}{v_r} \right) \cdot (x - x_o) = 0.
\end{cases}
\end{align*}
$$

(3.32)

(3.33)

This system of equations shows the relationships between image shift $(x - x_o)$ and time-lag $\tau$. 
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Figure 3.3: 3D P-velocity model with one horizontal reflector at $z = 0.2$ km in a homogeneous medium. The acquisition geometry consists of a vertical displacement source at $(0.4, 0.4, 0.02)$ km and a 2D network of receivers at $z = 0.02$ km.
Figure 3.4: (a) PP and (b) PS images computed for one shot at (0.4, 0.4, 0.02) km. The flat reflector is at $z = 0.2$ km.
Figure 3.5: PP extended CIP and wide-azimuth angle gathers of (a) a picked image point at coordinates (0.33, 0.33, 0.2) km for one shot at coordinates (0.4, 0.4, 0.02) km and (b) a picked image point at coordinates (0.4, 0.4, 0.2) km for eight shots. The dot represents the analytical estimation of the opening and azimuth angle using the acquisition geometry.
Figure 3.6: PS extended CIP and wide-azimuth angle gathers of (a) a picked image point at coordinates (0.2, 0.2, 0.2) km for one shot at coordinates (0.4, 0.4, 0.02) km and (b) a picked image point at coordinates (0.4, 0.4, 0.2) km for eight shots. The dot represents the analytical estimation of the opening and azimuth angle using the acquisition geometry.
Figure 3.7: (a) PP image computed from one shot gather. The reflector is horizontal at $z = 0.0$ km. The star represents the source location, and the white line represents the receiver locations. (b) Predicted spatial shift of a horizontal reflector for $\gamma = 1$. The star at coordinates $x = -0.6$ km, $z = -0.6$ km, and $\tau = 0$ s represents the source location, and the white line at $z = -0.6$ km and $\tau = 0$ s represents the receiver locations. The dotted line at $z = 0.0$ km and $\tau = 0$ s shows the zero-lag image. The line at $x = 0.0$ km illustrates the spatial shift for the image point at $\{0.0, 0.0\}$ km. The colors on the surface indicate the contour of the spatial shifts for different image points.
Figure 3.8: (a) Computed extended image gathers at several $x$-locations, indicated by the number below each image. The shape of the image in each panel matches the corresponding horizontal slice of the surface plot in Figure 3.7(b). Computed angles for all samples on the reflector by applying (b) a line slant-stack along the vertical trace, and (c) the method described in Algorithm 2, which applies a slant-stack along the surface shown in Figure 3.7(b). The two methods generate the same angle gathers, and they are the same for PP reflections with flat reflectors.
Substituting equations 3.24 and 3.25 in equations 3.32 and 3.33, we obtain the system for angle decomposition using time-lag extended images:

\[
\begin{align*}
\frac{\sqrt{\gamma^2 + 1 + 2\gamma \cos 2\theta}}{2} \left( n \cdot (x - x_o) \right) &= v_s \tau, \\
\sin 2\theta \sqrt{\gamma^2 + 1 + 2\gamma \cos 2\theta} \left( q \cdot (x - x_o) \right) &= v_s \tau \left( \frac{1}{\gamma} - \gamma \right),
\end{align*}
\]

where equation 3.34 corresponds to the projection of the image shift \((x - x_o)\) on the reflector normal \(n\), and equation 3.35 corresponds to the projection of the image shift \((x - x_o)\) on vector \(q\). Algorithm 2 shows the pseudocode for the angle decomposition procedure using space-lag extended images. Given the normal vector \(n\), the velocity ratio \(\gamma\), and the incident wave velocity \(v_s\), we loop over all possible values of the azimuth angle \(\phi\) and construct the vector \(q\), which lies at the intersection of the interface and the reflection plane. Next, we loop over all possible values of the opening angle \(\theta\) and azimuth angle \(\phi\), and apply a slant-stack along the surface described in equations 3.34 and 3.35 to the extended image \(I(x, \tau)\). The output is image \(I(x, \phi, \theta)\) as a function of space location \(x\), angle \(\theta\), and angle \(\phi\).
Equations 3.34 and 3.35 simplify to the acoustic case, with velocity ratio $\gamma = 1$ (Sava and Fomel, 2006):

\[
\begin{align*}
\cos \theta \left[ n \cdot (x - x_o) \right] &= v_s \tau, \quad (3.36) \\
q \cdot (x - x_o) &= 0. \quad (3.37)
\end{align*}
\]

Note that in equation 3.37, the time-lag $\tau$ is not related to the azimuth vector $q$, i.e., time-lag extended images do not contain azimuthal information for the acoustic case; however, for converted waves ($\gamma \neq 1$), time-lag extended images contain azimuthal information, according to equation 3.35. Although the resolution of the azimuth gather for converted waves depends on the velocity ratio $\gamma$, the possibility of obtaining the azimuth angle from the time-lag gathers is important, because computing time-lag gathers rather than space-lag gathers is much less computationally expensive.

We illustrate the time-lag algorithm with 2D examples. Figure 3.7(a) shows a PP image for the a two-layered model with a horizontal reflector in the P-velocity model. The acquisition geometry contains one source, at $(-0.6, -0.6)$ km, and one receiver line, at $z = -0.6$ km. Using equations 3.36 and 3.37, we can predict the spatial shift of the reflector as function of time-lag $\tau$ and space $x$, shown in Figure 3.7(b). Because the opening angle for each image point on the reflector changes with its relative position to the source, the spatial shift for each image point also varies. Figure 3.8(a) shows the vertical common image gathers at several locations, indicated by the number below each image panel. The shapes of the extended images in each panel are supposed to be straight lines, which matches the corresponding vertical slice of the surface in Figure 3.7(b). We compare the angle gathers at these locations using a conventional method (Sava and Fomel, 2006) and our proposed method. The conventional method maps each vertical time-lag gather individually to a angle gather (Figure 3.8(b)), and the proposed method compute angle gathers (Figure 3.8(c)) by applying a slant-stack along the surface shown in Figure 3.7(b). Because in this example, the image shifts vertically in the time-lag gather, the two methods generate similar angle gathers.
Figure 3.9(a) shows a PP image for a model with a dipping reflector in the P velocity. Using equations 3.36 and 3.37, we can predict the spatial shift of the reflector as a function of time-lag $\tau$, shown in Figure 3.9(b). The dashed line is the intersection of two planes (equations 3.36 and 3.37), which illustrates the spatial shift for the image point at $x = 0.0$ km and $z = 0.0$ km. The solid line through the image point represents the analytical moveout of the extended image in a vertical CIG. The dashed and solid lines do not coincide with each other, i.e., the method that applies a slant-stack to a CIG at a fixed location in space does not accurately measure the image shift $(x - x_o)$. The angle gathers computed using this method and the method using a slant-stack along the surface are shown in Figures 3.10(b) and 3.10(c), respectively. The surface slant-stack leads to more focused angle gathers, indicating significantly higher resolution.

For converted waves, the image does not only shift vertically, but also horizontally in the time-lag gather even for a horizontal reflector. Figure 3.11(a) is the PS image for a two-layered model with a horizontal reflector defined by a P-velocity contrast. The predicted spatial shift of the reflector is shown in Figure 3.11(b). Figure 3.12(a) shows the vertical image gathers at several locations in space. Note that the shape of the event in the extended image in each panel is curved. The angle gathers computed using a line slant-stack and a surface slant-stack are shown in Figures 3.12(b) and 3.12(c), respectively. As for the preceding example, we obtain more focused angle gathers using the surface slant-stack.

3.3.3 Angle decomposition using $\lambda$CIG

For space-lag extended images ($\lambda$CIGs), we set $\tau = 0$ in equations 3.18 and 3.19 and obtain the system:

$$
\begin{align*}
\begin{cases}
\left(\frac{n_s}{v_s} - \frac{n_r}{v_r}\right) \cdot (x - x_o) = \left(\frac{n_s}{v_s} + \frac{n_r}{v_r}\right) \cdot \lambda, \\
\left(\frac{n_s}{v_s} + \frac{n_r}{v_r}\right) \cdot (x - x_o) = \left(\frac{n_s}{v_s} - \frac{n_r}{v_r}\right) \cdot \lambda,
\end{cases}
\end{align*}
$$

which indicates the relationships between image shifts $(x - x_o)$ and space-lag $\lambda$. 
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Figure 3.9: (a) PP image computed from one shot gather. The reflector is dipping. (b) Predicted spatial shift of a dipping reflector for $\gamma = 1$. The star at coordinates $x = -0.6$ km, $z = -0.6$ km, and $\tau = 0$ s represents the source location, and the white line at $z = -0.6$ km and $\tau = 0$ s represents the receiver locations. The dotted line at $\tau = 0$ s shows the zero-lag image. The dashed line illustrates the spatial shift for image point at $(0.0, -0.6)$ km. The solid line at $x = 0.0$ km illustrates the extended image for a time-lag gather at a fixed horizontal position. Note that these two lines do not overlay. The colors on the surface indicate the contour of the spacial shifts for different image points.
Figure 3.10: (a) Computed extended image gathers at several $x$-locations, indicated by the number below each image. The shape of the image in each panel matches the corresponding horizontal slice of the surface plot in Figure 3.9(b). Computed angles for all samples on the reflector by applying (b) a line slant-stack along the vertical trace and (c) the method described in Algorithm 2, which applies a slant-stack along the surface shown in Figure 3.9(b). The angle gathers in (c) are more focused and accurate than those in (b).
Figure 3.11: (a) PS image computed from one shot gather. The reflector is horizontal at $z = 0.0$ km. (b) Predicted spatial shift of a horizontal reflector for $\gamma = 1.8$. The star at coordinates $x = -0.6$ km, $z = -0.6$ km, and $\tau = 0$ s represents the source location, and the white line at $z = -0.6$ km and $\tau = 0$ s represents the receiver locations. The dotted line at $z = 0.0$ km and $\tau = 0$ s shows the zero-lag image. The dashed line illustrates the spatial shift for the image point at $(0.0, -0.6)$ km. The solid line illustrates the extended image for a time-lag gather at a fixed horizontal position $(x = 0.0$ km). Note that these two lines do not overlay. The colors on the surface indicate the contour of the spacial shifts for different image points.
Figure 3.12: (a) Computed extended image gathers at several $x$-locations, indicated by the number below each image. The shape of image in each panel matches the corresponding horizontal slice of the surface plot in Figure 3.11(b). Computed angles for all samples on the reflector by applying (b) a line slant-stack along the vertical trace and (c) the method described in Algorithm 2, which applies a surface slant-stack along the surface shown in Figure 3.11(b). The angle gathers in (c) are more focused than those in (b), and they have higher resolutions at larger opening angles.
Substituting equations 3.24 and 3.25 in equations 3.38 and 3.39, we obtain

\[
\begin{align*}
\frac{\gamma^2 + 1 + 2\gamma \cos 2\theta}{2\gamma} \mathbf{n} \cdot (\mathbf{x} - \mathbf{x}_o) + \sin 2\theta \mathbf{q} \cdot \mathbf{\lambda} &= \frac{1 - \gamma^2}{2\gamma} \mathbf{n} \cdot \mathbf{\lambda}, \\
\frac{\gamma^2 + 1 + 2\gamma \cos 2\theta}{2\gamma} \mathbf{n} \cdot \mathbf{\lambda} + \sin 2\theta \mathbf{q} \cdot (\mathbf{x} - \mathbf{x}_o) &= \frac{1 - \gamma^2}{2\gamma} \mathbf{n} \cdot (\mathbf{x} - \mathbf{x}_o).
\end{align*}
\]

(3.40) (3.41)

The terms \( \mathbf{n} \cdot (\mathbf{x} - \mathbf{x}_o) \) and \( \mathbf{q} \cdot (\mathbf{x} - \mathbf{x}_o) \) are projections of vector \((\mathbf{x} - \mathbf{x}_o)\) to the normal vector \(\mathbf{n}\) and azimuth vector \(\mathbf{q}\), respectively. Algorithm 3 shows the pseudocode for the angle decomposition procedure using space-lag extended images. Given the normal vector \(\mathbf{n}\) and the azimuth reference vector \(\mathbf{o}\), we compute vector \(\mathbf{a}\), which is the projection of vector \(\mathbf{o}\) in the interface plane, and loop over all possible values of the azimuth angle \(\phi\) and construct the vector \(\mathbf{q}\), which lies at the intersection of the interface and reflection plane. This step is a rotation of the azimuth reference vector \(\mathbf{a}\) within the interface plane by angle \(\phi\). Next, we loop over all possible values of the reflection angle \(\theta\) and apply a slant-stack along the surface (described in equations 3.40 and 3.41) to the extended image \(I(\mathbf{x}, \mathbf{\lambda})\). The output is image \(I(\mathbf{x}, \phi, \theta)\) as a function of half-opening angle \(\theta\) and azimuth angle \(\phi\).

**Algorithm 3** Elastic angle decomposition using \(\lambda\)CIGs

1: for each \(\lambda\)CIG do
2:   input \(I(\mathbf{x}, \mathbf{\lambda})\)
3:   input \(\mathbf{n}, \mathbf{o}, \gamma\)
4:   \{\mathbf{n}, \mathbf{o}\} \rightarrow \mathbf{a}
5:   for \(\phi = 0^\circ \ldots 360^\circ\) do
6:     \{\mathbf{n}, \mathbf{a}, \phi\} \rightarrow \mathbf{q}
7:     for \(\theta = 0^\circ \ldots 90^\circ\) do
8:       \(I(\mathbf{x}, \mathbf{\lambda}) \Rightarrow I(\mathbf{x}, \phi, \theta)\)
9:     end for
10: end for
11: return \(I(\mathbf{x}, \phi, \theta)\)
12: end for
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Equations 3.40 and 3.41 simplify to the acoustic case with velocity ratio $\gamma = 1$:

\[
\begin{align*}
\mathbf{n} \cdot (\mathbf{x} - \mathbf{x}_o) + \tan \theta (\mathbf{q} \cdot \mathbf{\lambda}) &= 0, \quad (3.42) \\
\tan \theta [\mathbf{q} \cdot (\mathbf{x} - \mathbf{x}_o)] + (\mathbf{n} \cdot \mathbf{\lambda}) &= 0, \quad (3.43)
\end{align*}
\]

where equation 3.42 is similar to the equation proposed by Sava and Fomel (2003). For PP reflections, if the space-lag is parallel to the normal vector $\mathbf{n}$, the image shift $(\mathbf{x} - \mathbf{x}_o)$ lies in the local interface plane. If the space-lag is orthogonal to the normal vector $\mathbf{n}$, the image shift $(\mathbf{x} - \mathbf{x}_o)$ is parallel to the normal vector $\mathbf{n}$.

3.4 Examples

3.4.1 SEG/EAGE example

For simple geologic models, subsurface illumination from different angles tends to be uniform. However, in areas with complex geologic structures such as salt bodies, severe wavefield distortions lead to irregular subsurface illumination patterns, even if acquisition distribution is uniform. Angle gathers can provide indication of subsalt illumination, which benefits reservoir characterization and acquisition design.

We show angle gathers computed using the proposed elastic angle decomposition methodologies for the synthetic SEG/EAGE salt model (Aminzadeh et al., 1996), shown in Figure 3.13(a). We add a horizontal reflector at $z = 0.3$ km, and compute the half-opening and azimuth angles for an image point on the horizontal reflector at coordinates $(0.3, 0.4, 0.3)$ km. The acquisition geometry consists of 99 sources (the black dots in Figure 3.13(a)) and a 2D network of receivers at $z = 0.02$ km. We generate three-component shot gathers using a vertical displacement source with a 100Hz peak frequency Ricker wavelet. As shown in Figure 3.13(b), due to the existence of the salt body above the horizontal reflector, it is difficult to illuminate the considered image point at coordinates $(0.3, 0.4, 0.3)$ km from certain azimuths. Figures 3.14 and 3.15 show the stacked angle gather at coordinates $(0.3, 0.4, 0.3)$ km, which are computed from PP and PS CIP gathers, respectively, using Algorithm 1. Both angle gathers show similar illumination patterns. We define azimuth $\phi = 0^\circ$ as east. For the
Figure 3.13: (a) SEG/EAGE model. The dots show the source locations. (b) Relative position of the image point at coordinates $(0.3, 0.4, 0.3)$ km and the salt body.
Figure 3.14: PP image and angle gathers at coordinates (0.3, 0.4, 0.3) km, computed using the extended PP image. We define azimuth $\phi = 0^\circ$ in the definition pointing East. This image point is mainly illuminated from the west direction.
Figure 3.15: PS image and angle gathers at coordinates (0.3, 0.4, 0.3) km, computed using the extended PS image. We define azimuth $\phi = 0^\circ$ as east. This image point is illuminated from the west and the south directions.
PP image, this image point is mainly illuminated from the west direction, and for the PS image, this image point is illuminated from the west and south directions. Therefore, both PP and PS angle gathers show similar subsurface illumination patterns that are affected by the salt on the east.

### 3.4.2 Volve data example

The Volve field is located in the Norwegian North Sea and is characterized by a complex subchalk reservoir (Szydlik et al., 2007). The acquisition geometry consists of 12 parallel OBC receiver lines, and each line contains 240 receivers. The provided PP data are pre-processed for PP imaging, while the PS data are pre-processed for PS imaging. The PP data mainly contain up-going PP reflections, which are obtained from the hydrophone and vertical geophone components, using PZ summation (Hoffe et al., 1999). The PS dataset is obtained by rotating the horizontal inline and crossline geophone components into the source-receiver (radial) direction (Gaiser, 1999). We bandpass both datasets to 0-15 Hz to save computational cost by simulating wavefields using a relatively coarse grid. By using the provided P- and S-velocity models, we compute the PP and PS images above the chalk layer, using the PP and PS imaging conditions (equations 3.1 and 3.2), respectively. The reflector normal vector $\mathbf{n}$ from the PP image is almost vertical above the chalk layer throughout this field. Figure 3.16(a) shows the stacked PP image for 140 receiver gathers, and Figure 3.16(b) shows the stacked PS image. Because the wavelength of the S wave is in general shorter than that of the P wave, the PS image has higher resolution than the PP image. However, the PS data have a lower signal-to-noise ratio than the PP data; therefore, the reflectors in the PS image are less continuous than those in the PP image. We compute the extended CIP gathers at the image point (6.461, 3.406, 2.106) km for four receiver gathers, whose locations are indicated by the dots in Figure 3.16(a) and Figure 3.16(b). Figures 3.17(a)-3.17(d) show the PP extended CIP gathers and angle gathers for these receiver gathers; Figures 3.18(a)-3.18(d) show the PS extended CIP gathers and angle gathers. The PS CIP and angle gathers are noisier than PP the gathers. The angle gathers show that this image point is illuminated.
Figure 3.16: Volve data example. (a) PP and (b) PS images computed using 142 receiver gathers. The dots show locations of all the receivers, and the stars show locations of four receivers. The reflectors in the PS image are less continuous than those in the PP image.
Figure 3.17: PP extended CIP and wide-azimuth angle gathers for four receiver gathers. The receivers are at (a) (4.1, 4.0, 0.1), (b) (8.6, 4.0, 0.1), (c) (4.1, 2.8, 0.1), and (d) (8.6, 2.8, 0.1) km. The angle gathers show that this image point is illuminated by the four receivers from various directions with PP reflections.
Figure 3.18: PS extended CIP and wide-azimuth angle gathers for four receiver gathers. The receivers are at (a) (4.1, 4.0, 0.1), (b) (8.6, 4.0, 0.1), (c) (4.1, 2.8, 0.1), and (d) (8.6, 2.8, 0.1) km. The angle gathers show that this image point is illuminated by the four receivers from various directions with PS reflections.
by receiver gathers from various directions, depending on the relative positions of receivers and the imaging point.

3.5 Conclusions

Elastic 3D angle gathers can be computed from time-lag or space-lag common image gathers, as well as from mixed time- and space-lag common image point gathers. We propose extended imaging conditions to compute scalar PP, PS, SP, and SS images, and develop three algorithms to compute opening and azimuth angle gathers. One algorithm uses combined time- and space-lag common image point gathers to compute angle gathers, and the other two algorithms use time-lag or space-lag common image gathers, mapping all image points simultaneously from the model space to the angle domain. Examples in both 2D and 3D demonstrate that our methods correctly handle dipping reflectors as well as converted wave images. The computed angle gathers correctly indicate the illumination pattern for subsurface image points, which is important for acquisition design, model building, and reservoir characterization.
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CHAPTER 4
ELASTIC LEAST-SQUARES REVERSE TIME MIGRATION

A paper submitted to *Geophysics*
Yuting Duan\(^6,7\), Antoine Guitton\(^7\), and Paul Sava\(^7\)

Least-squares migration (LSM) can produce images with improved resolution and reduced migration artifacts, compared to conventional imaging. We propose a method for elastic least-squares reverse time migration (LSRTM) based on a new perturbation imaging condition that yields scalar images of squared P and S velocity perturbations. These perturbation images do not suffer from polarity reversals that are common for more conventional elastic imaging methods. We use 2D synthetic and field data examples to demonstrate the proposed LSRTM algorithm using the perturbation imaging condition. Results show that elastic LSRTM improves the energy focusing and illumination of the elastic images, and it attenuates artifacts resulting, for instance, from sparseness in the wavefield sampling and crosstalk of P and S modes. Compared to RTM images, the LSRTM images provide more accurate relative amplitude information that is useful for reservoir characterization.

4.1 Introduction

Seismic migration is a technique for obtaining structural images of the subsurface from recorded seismic data. Starting from a linearized forward operator which is based on assumptions about the wave equation and model parameters, seismic migration can be formulated as the adjoint operator that maps seismic data to a subsurface image (Claerbout, 1992). Migrated images not only can show geologic structures, but can also provide information about material properties, such as reflectivity, which is important for reservoir characterization. In practice, however, migration images often contain various undesirable artifacts, for example,

---
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the artifacts caused by limited bandwidth and acquisition coverage. Also, migration images are usually computed under assumptions about wave propagation in the subsurface, e.g., that the earth is isotropic and acoustic; these assumptions are, to varying degrees, inaccurate. Taken together, these limitations and assumptions result in artifacts and thus degrade the resolution of the images.

Advances in seismic acquisition and ongoing improvements in computational capability make imaging using elastic waves increasingly feasible (Sun and McMechan, 1986; Hokstad et al., 1998; Sun et al., 2006; Yan and Sava, 2008; Denli and Huang, 2008; Artman et al., 2009; Wu et al., 2010; Du et al., 2012b; Duan and Sava, 2015; Rocha et al., 2016). Compared to acoustic images, elastic images can provide more information about the subsurface, e.g., fracture distributions and elastic properties. However, elastic migration also suffers from issues that negatively affect the quality of the images. Because it is in general difficult to separate all arrivals by wave mode in the recorded data, some arrivals are migrated using an incorrect velocity model. Such nonphysical modes lead to artifacts (i.e. cross-talk) in the image (Duan et al., 2014).

Least-squares migration (LSM) is an improved imaging algorithm that reduces these migration artifacts and also improves the resolution of migration images. LSM is a linearized waveform inversion that seeks to find the image that best predicts, in a least-squares sense, the recorded seismic data (Schuster et al., 1993; Nemeth et al., 1999; Kuehl et al., 2002; Kaplan et al., 2010). Schuster et al. (1993) propose LSM for cross-well data while Nemeth et al. (1999) apply this technique to surface data. Their studies show that LSM can significantly improve the spatial resolution of the images, and can also reduce migration artifacts arising from limited aperture, coarse sampling, and acquisition gaps.

LSM can be implemented using a Kirchhoff engine (Nemeth et al., 1999; Dai et al., 2011), one-way wave propagator (Kuehl et al., 2002; Kaplan et al., 2010; Huang and Schuster, 2012), or two-way wave propagator, i.e., least squares reverse-time migration (LSRTM) (Dong et al., 2012; Dai and Schuster, 2013; Wong et al., 2015; Hou and Symes, 2015). For elastic LSM,
Stanton and Sacchi (2015) propose elastic least-squares migration using a one-way wave equation, and they compute PP and PS images from two-component elastic data in isotropic media. Although computationally expensive, RTM is advantageous for velocity models with complicated geologic structures that result in wavefield multipathing.

A key component for elastic LSRTM is the imaging condition, and many different types of imaging conditions have been proposed for elastic media. For example, Yan and Sava (2008) propose a displacement imaging condition that crosscorrelates each component of source and receiver displacement wavefields. They also propose a potential imaging condition that crosscorrelates P- and S-wave modes derived from the source and receiver wavefields. One issue with this potential imaging condition is that the image components for converted waves change polarity at normal incidence. Therefore, they adopt an additional polarity correction in the angle domain, which is computationally expensive. Duan and Sava (2015) propose a scalar imaging condition for converted waves that produces scalar images without polarity reversal; however, this imaging condition requires knowledge of the geologic dip.

In this paper, we propose an elastic LSRTM method based on a new perturbation imaging condition, which is derived for squared P and S velocities. Images computed using this new imaging condition can be simply related to physical subsurface properties, and do not suffer from polarity changes; they can be stacked over experiments without an additional polarity correction thus reducing the computational cost of the algorithm. Using 2D synthetic and field data examples, we demonstrate that we are able to obtain elastic LSRTM images with higher resolution and reduced migration artifacts.

4.2 Theory

LSM aims to find the image that best predicts, in a least-squares sense, the recorded seismic data. For elastic migration, we consider a vector image $\mathbf{m}$ which contains both compressional and shear wave lithological information. We treat migration as an adjoint operator $\mathbf{F}^T$ that transforms data $\mathbf{d}$ to image $\mathbf{m}$, and thus the forward process can be expressed as
\[ Fm = d, \]  

(4.1)

where \( F \) is the demigration operator. Data \( d(e, x, t) \) is a vector, as a function of the experiment index \( e \), spatial location \( x \), and time \( t \).

For LSM, one typically updates the model iteratively by minimizing the objective function

\[
J = \sum_e \frac{1}{2} \| W(Fm - d_r) \| ^2,
\]

(4.2)

which evaluates the misfit between observed data \( d_r \) and predicted data \( (Fm) \) for each experiment \( e \). The operator \( W(e, x, t) \) denotes a data weighting operator, which can be applied for various purposes. For example, Trad et al. (2015) use a matrix \( W \) to eliminate the impact of high-amplitude noise or missing traces on inversion; Wong et al. (2015) use \( W \) to weigh the salt reflection energy down. In this paper, we use the data weighting term to equalize the amplitudes of all arrivals in the recorded data, and thus to obtain balanced updates for all reflectors.

We derive perturbation models using the Born approximation (Hudson and Heritage, 1981; Jaramillo and Bleistein, 1999; Ribodetti et al., 2011). We consider the homogeneous elastic isotropic wave-equation to simplify the derivation:

\[
\ddot{u}_s - \alpha \nabla (\nabla \cdot u_s) + \beta \nabla \times (\nabla \times u_s) = d_s.
\]

(4.3)

The background elastic models are assumed to be slowly-varying. Vector \( u_s(e, x, t) = [u_x \quad u_y \quad u_z]^T \) is the source displacement wavefield, which is a function of experiment \( e \), space \( x \), and time \( t \). The vector \( d_s(e, x, t) \) is the source function, which we assume to be known. The parameters \( \alpha(x) = \frac{\lambda + 2\mu}{\rho} \) and \( \beta(x) = \frac{\mu}{\rho} \) are squared P- and S-wave velocities, respectively; \( \lambda \) and \( \mu \) are Lamé parameters, and \( \rho \) is the density.

The perturbation \( m = [\delta\alpha \quad \delta\beta]^T \) added to the background model \( [\alpha + \delta\alpha \quad \beta + \delta\beta]^T \). Under the Born approximation, the total wavefield \( u_s + \delta u_s \) is computed using the same source term \( d_s \):
where $\delta u_s$ is the perturbed wavefield:

By ignoring the high order terms $\delta \alpha \nabla (\nabla \cdot \delta u_s)$ and $\delta \beta \nabla \times (\nabla \times \delta u_s)$, and subtracting equation 4.3 from equation 4.4, we obtain a relation for the perturbed wavefield $\delta u_s$ with respect to the model perturbations in $\alpha$ and $\beta$:

$$\delta \ddot{u}_s - \alpha \nabla (\nabla \cdot \delta u_s) + \beta \nabla \times (\nabla \times \delta u_s) = [\nabla (\nabla \cdot \dot{u}_s) - \nabla \times (\nabla \times \dot{u}_s)] \begin{bmatrix} \delta \alpha \\ \delta \beta \end{bmatrix}. \quad (4.5)$$

The predicted data are extracted from the perturbed wavefield $\delta u_s$ at the receiver locations.

We define a matrix $Q$ that, at each time and space position, is given by

$$Q = [\nabla (\nabla \cdot u_s) - \nabla \times (\nabla \times u_s)]. \quad (4.6)$$

Here, the first and second elements of $Q$ are the decomposed P and S modes of the source wavefield $u_s$, respectively. The demigration operator in equation 4.1 thus becomes

$$F = KPQ, \quad (4.7)$$

where $P$ represents an elastic forward modeling operator that computes the perturbed wavefield $\delta u_s$ for a source term $Qm$; $K$ is an operator that restricts the perturbed wavefield $\delta u_s$ to the known receiver positions. Equation 4.7 maps the image $m$ to the data $d_r$, and its adjoint operator

$$F^T = Q^T P^T K^T \quad (4.8)$$

maps the data $d_r$ to the image $m$; the operator $K^T$ injects the recorded data $d_r$ into the wavefield, and the adjoint wave propagation operator $P^T$ computes the receiver displacement wavefield $u_r = P^T K^T d_r$. Equation 4.8 describes a perturbation imaging condition for elastic RTM because the application of the adjoint operator $F^T$ to the recorded data $d_r$ yields the images.
\[ \delta \alpha = \sum_{e,t} \nabla(\nabla \cdot u_s) \cdot u_r, \]
\[ \delta \beta = \sum_{e,t} -\nabla \times (\nabla \times u_s) \cdot u_r, \]

for the \( \alpha \) and \( \beta \) models, respectively. From equation 4.8, we see that images \( \delta \alpha \) and \( \delta \beta \) are computed by taking the zero-lag crosscorrelation of elements of the matrix \( Q \) with the displacement receiver wavefield \( u_r \). These images indicate the model perturbations, instead of the reflection coefficients; therefore they do not suffer from polarity reversal, which is a common issue for elastic images whose values are related to angle-dependent reflectivity.

Because our inversion algorithm updates \( \delta \alpha \) and \( \delta \beta \) images simultaneously, we apply a scaling factor \( \epsilon \) to the image \( \delta \beta \) to balance the updates of the two images. For the following synthetic examples, we use \( \epsilon = 1 \); for the field data example, we estimate \( \epsilon \) by comparing the RMS values of gradients in the first iteration of independent inversions for \( \delta \alpha \) and \( \delta \beta \).

### 4.3 Examples

We show the results of our elastic LSRTM method using three datasets. First, we run an inversion with a simple synthetic layered model, and we analyze the relationships of model perturbations and elastic reflections. Second, we test the method using a more complex model. We use the elastic Marmousi model to generate perturbation models, background models, and a two-component dataset. Finally, we apply our method to a real 2D OBC dataset and compare the elastic RTM and LSRTM images.

#### 4.3.1 Layered model

We use a simple example to demonstrate the algorithms for elastic migration. Each of the \( \alpha \) and \( \beta \) models contains one horizontal reflector, but the two reflectors are at different depths, as shown in Figures 4.1(a) and 4.1(b). We generate 30 two-component shot gathers using a vertical displacement source with a 30Hz peak frequency Ricker wavelet. Figures 4.2(a)–4.2(f) show the x- and z-component snapshots of a wavefield with the source...
Figure 4.1: Synthetic layered model example. (a) $\alpha$ model with a horizontal reflector at $z = 0.45$ km, and (b) $\beta$ model with a horizontal reflector at $z = 0.62$ km.
Figure 4.2: Synthetic layered model example. Snapshots of an elastic wavefield, for a source at coordinates (0.76, 0.06) km: (a) x- and (b) z-components of the wavefield at $t = 0.2$ s; (c) x- and (d) z-components of the wavefield at $t = 0.3$ s; (e) x- and (f) z-components of the wavefield at $t = 0.4$ s. Two horizontal lines indicate the locations of reflectors in $\alpha$ and $\beta$ models. P waves generate reflections only at the top reflector; S waves generate reflections only at the bottom reflector;
Figure 4.3: Synthetic layered model example. For the source at (0.76, 0.06) km, (a) x- and (b) z-components of the recorded data (c) x- and (d) z-components of the predicted data using the inverted model. The direct arrivals are removed in the shot gathers. Note that the predicted data match the recorded data in both phase and amplitude.
at (0.76, 0.06) km. The P wave generates reflections at the reflector in the α model, but not at the reflector in the β model. Similarly, the S wave generates reflections at the reflector in the β model, but not at the reflector in the α model. We also observe internal multiples that bounce between the two reflectors. The x- and z-components of this shot gather after direct wave removal are shown in Figures 4.3(a) and 4.3(b), respectively. Note the four strong arrivals which are, from top to bottom, PP, PS, SP, and SS reflections. Using the perturbation imaging condition (equation 4.7), we obtain the perturbation images for δα and δβ shown in Figures 4.4(a) and 4.4(b), respectively. Notice that additional reflectors appear in both δα and δβ images, and these reflectors are generated by fake modes in the constructed receiver wavefield.

Figures 4.4(c) and 4.4(d) are the LSRTM images after 10 iterations. Compared to the RTM images (Figures 4.4(a) and 4.4(b)), the artifacts in the LSRTM images are attenuated. Moreover, the peak values of the LSRTM images at $x = 0.6$ km are closer to the amplitudes of the true perturbation compared to the values of the RTM images. Therefore, LSRTM improves elastic imaging with true amplitude information and fewer artifacts, including artifacts caused by the nonphysical modes.

### 4.3.2 Marmousi model

The Marmousi-II model (Martin et al., 2006) is fully elastic, which supports not only compressional waves, but also shear waves and converted waves. The model simulates hydrocarbon reservoirs that dramatically decrease the value of α, but slightly increase the value of β. Figures 4.5(a) and 4.5(b) show the background model for α and β, respectively; both models contain a homogeneous layer at the top. Figures 4.6(a) and 4.6(b) show the corresponding true perturbation models for δα and δβ, respectively, which are inconsistent in reservoir areas, e.g., only the δα model shows a reflector with a negative value at (2, 0.4) km. This inconsistency poses a challenge for elastic LSRTM, e.g. if the inversion allows a leakage between model parameters.
Figure 4.4: Synthetic layered model example. (a) $\delta\alpha$ and (b) $\delta\beta$ images after first iteration. In addition to the event at the correct depth, there are two strong horizontal events in the $\delta\beta$ image, which are crosstalk artifacts. (c) $\delta\alpha$ and (d) $\delta\beta$ images after 10 iterations. Compare to the $\delta\alpha$ and $\delta\beta$ images after the first iteration, the artifacts have been attenuated.
Figure 4.5: Synthetic Marmousi model example. Background (a) $\alpha$ and (b) $\beta$ models. The receivers are at depth $z = 0.025$ km, and the sources are at depth $z = 0.013$ km. The top layer is homogeneous for both background models.
Figure 4.6: Synthetic Marmousi model example. True (a) $\delta \alpha$ and (b) $\delta \beta$ perturbation models. The perturbation models are not identical, e.g., a reflector with negative value at $(2, 0.4)$ km is present only in the $\delta \alpha$ model.
Figure 4.7: Synthetic Marmousi model example. For the source location at (1.54, 0.013) km, (a) z-component of one shot gather. The highlighted arrival is the reflection from the bottom of the homogeneous layer, and its amplitude is much stronger than other arrivals in the recorded data. (b) The data weighting function generated from the recorded data. The same weighting function is applied to horizontal and vertical components of the shot gather.
We model 40 shots evenly spaced on the surface using a displacement source with a 30Hz peak frequency Ricker wavelet. The horizontal and vertical components of the source function have the same amplitude in order to generate strong shear waves. The receiver spread is fixed for all shots and spans from 0 to 3.0 km with a 5 m sampling.

The recorded data are modeled according to equation 4.8. The z-component of one shot gather with the source location at (1.54, 0.013) km is shown in Figure 4.7(a). The arrival with high amplitude is the reflection from the bottom of the homogeneous layer, and its amplitude is much stronger than other arrivals in the recorded data. Thus this arrival generates strong artifacts in the computed image, and the inversion mostly focuses on generating an image that best matches these strong arrivals, instead of the late arrivals with weaker amplitudes. In order to obtain a more uniform update using all arrivals, we use the data weighting term $W$. The data weighting matrix is the inverse of the envelope of the recorded data, which weights down the strongest arrivals. We also apply a smoothing
Figure 4.9: Synthetic Marmousi model example. (a) $\delta \alpha$ and (b) $\delta \beta$ RTM images with illumination compensation based on the source wavefield.
Figure 4.10: Synthetic Marmousi model example. Updated (a) $\delta\alpha$ and (b) $\delta\beta$ images after 100 iterations. Note that the reservoir near coordinates (2.0, 0.4) km is correctly recovered in the updated $\delta\alpha$ image, without any leakage in the updated $\delta\beta$ image.
Figure 4.11: Synthetic Marmousi model example. The z component of (a) the predicted shot gather and (b) the data difference using the updated models (Figures 4.10(a) and 4.10(b)).
operator in the data space to the weighting function to avoid discontinuity along the time and space axes. Figure 4.7(b) shows the weighting function in the data domain, which we compute from the shot gather Figure 4.7(a). Figure 4.8 is the z-component of the weighted shot gather, and Figure 4.11(b) is the z-component of data difference. Compared to the original recorded data (Figure 4.7(a)), the amplitudes of the arrivals in the weighted data (Figure 4.8) are more balanced.

Figures 4.9(a) and 4.9(b) show the RTM images for $\delta \alpha$ and $\delta \beta$, respectively. We observe that the events for the shallow reflectors in both models have stronger amplitudes compared to those of the deeper reflectors, and strong backscattering is present due to the sharp interfaces in the background model. We apply an illumination compensation based on the source wavefield to the RTM images and LSRTM gradients, in order to balance nonuniform data coverage.

The LSRTM images after 100 iterations, when the convergence curve, representing the objective function, becomes flat, are shown in Figures 4.10(a) and 4.10(b). The updated image for $\delta \beta$ has higher resolution than $\delta \alpha$ because, in general, S waves have shorter wavelengths than P waves, and we do not consider attenuation in this experiment. The updated images are consistent with the true perturbation images (Figures 4.6(a) and 4.6(b)). For example, only the $\delta \alpha$ image (Figure 4.10(a)) contains the reflector with negative value at (2, 0.4) km, which corresponds to a hydrocarbon reservoir in the true model that only decreases the value of $\alpha$.

Figure 4.11(a) shows the z-component of the predicted shot gather after 100 iterations, respectively, using the updated images (Figures 4.10(a) and 4.10(b)). The same weighting functions are applied to the two gathers. The amplitudes of all arrivals in the data residual after inversion are small, i.e., for most arrivals, the predicted data match the recorded data in both phase and amplitude. Because we use Born data generated using the same wave equation as the recorded data, the amplitudes of the LSRTM images match well the true perturbation models. In practice, with errors in the background models and approximations
of the wave equation, we may not obtain true-amplitude LSRTM images; however, the relative amplitudes of the reflectors can still be estimated correctly, which is beneficial for reservoir characterization.

4.3.3 Volve OBC data

![Figure 4.12: Volve data example. (a) one PP shot gather at $x = 6$ km, which is assumed to be a vertical displacement gather. (b) Weighting matrix for this shot gather. The weighting function mutes the direct arrivals, attenuates the predicted shear waves, and boosts later reflections.](image)

We apply our elastic LSRTM method to data from the Volve field, located in the Norwegian North Sea. The Volve field has an average water depth of 90 m, and the field is
Figure 4.13: Volve data example. Background (a) $\alpha$ and (b) $\beta$ models. The top water layer is from $z = 0$ to 90 m.
Figure 4.14: Volve data example. (a) $\delta\alpha$ and (b) $\delta\beta$ RTM images. The chalk layer is from $z = 2.5$ to $3.0$ km. Note that the events above the chalk layer in the $\delta\beta$ are weak and discontinuous.
Figure 4.15: Volve data example. (a) $\delta\alpha$ and (b) $\delta\beta$ LSRTM images after 12 iterations. Compared to the RTM images (Figure 4.14(a) and 4.14(b)), the LSRTM images have higher resolution and better balanced amplitudes. The reflectors above 1.5 km appear in the $\delta\beta$ image after inversion with larger lateral extent along the x-direction than those in the $\delta\alpha$ image.
Figure 4.16: Volve data example. The weighted (a) observed data, (b) predicted data, and (c) data residual after 12 iterations. The predicted data accurately reproduces the dominant reflection energy seen in the observed data. The data residual contains mostly noise and some weaker reflection events.
Figure 4.17: Volve data example. Predicted shot gathers using only (a) $\delta \alpha$ and (b) $\delta \beta$ LSRTM images. The $\delta \alpha$ image predicts most of the arrivals in the observation with correct amplitudes. The $\delta \beta$ image compensates for the AVO effect of the PP reflections at far offsets (e.g., $x = 8.5$ km, $t = 3.0$ s).
characterized by a complex subchalk reservoir (Szydlik et al., 2007). We are provided with pre-processed PP and PS data, recorded in an acquisition geometry consisting of 12 parallel receiver lines each with 240 receivers. However, because PP and PS data typically are intended for independent PP and PS migrations, they are not well suited for our inversion algorithm, which requires recorded displacement data. For our test, we use a 2D line extracted from only the PP dataset, which we treat as the vertical component of the displacement vector. We bandpass the data between 0 and 15 Hz to attenuate high frequency noise and reduce the computational cost, and we apply a gain in time to compensate for 3D effects. Figure 4.12(a) shows one shot gather at $x = 6$ km, with the bandpass filter and 3D compensation applied. The arrivals at 2.5-3.0 s are PP reflections from the chalk layer.

Additional processing is required to condition the data for elastic LSRTM. Because shear waves were purposely attenuated in the provided PP data in preparation for acoustic imaging, we use a data weighting function (Figure 4.12(b)) for elastic imaging to attenuate predicted
shear wave arrivals that otherwise would result in a large data misfit. This data weighting function also incorporates a mask to mute direct arrivals, as well as an additional weight that boosts later arrivals in order to balance reflector amplitudes in the migration images.

The background $\alpha$ and $\beta$ models are shown in Figures 4.13(a) and 4.13(b), respectively, and are computed from the provided P and S velocity models. We apply additional vertical and horizontal smoothing to the original models so that the background models follow our assumption of homogeneous or slowly-varying elastic media. A source wavelet for migration is estimated from the zero-offset data by matching the observed and predicted data using the background models. Using these models and an estimated source wavelet, we compute the RTM images shown in Figure 4.14(a) and 4.14(b), in which we observe reflectors, as well as the migration artifacts.

For elastic LSRTM, we invert for $\delta\alpha$ and $\delta\beta$ images simultaneously. The scaling factor $\epsilon$ is 0.5, which is applied to $\delta\beta$ image to balance the updates of the two images. Figures 4.15(a) and 4.15(b) show the LSRTM images after 12 iterations, at which point the convergence curve becomes flat. Compared to the RTM images, the LSRTM images have higher resolution and better balanced reflector amplitudes. In addition, shallow reflectors in the LSRTM image for $\delta\beta$ (Figure 4.15(b)) are much more continuous and have larger lateral extent along the $x$-direction, for example, at $z = 1.0$ km and $z = 1.5$ km. After the inversion converges, some reflectors below $z = 3.5$ km in the $\alpha$ image are eliminated; however, they appear as strong and continuous reflectors in the $\delta\beta$ image. Figures 4.16(a) are 4.16(b) show the observed and predicted shot gathers at $x = 6$ km, respectively, and Figure 4.16(c) shows the data difference plotted on the same scale. The predicted data accurately reproduces the dominant reflection energy seen in the observed data, and the remaining residual in the data difference contains mostly noise and some weaker reflection events. Some of these reflections with steep slopes are predicted shear waves which are missing in the observed data. Other weak reflections in the data residual may be due to anisotropy of the field, which is not considered in our current implementation of the algorithm.
In order to evaluate the reflectors in the $\delta \alpha$ and $\delta \beta$ images, we generate the predicted shot gathers using $\delta \alpha$ and $\delta \beta$ LSRTM images individually. By comparing these shot gathers with the observed data (Figure 4.16(a)), we notice that the inverted $\delta \alpha$ image predicts most of the arrivals in the observation with correct amplitudes (Figure 4.17(a)). The reflections predicted by the $\delta \beta$ image (Figure 4.17(b)) are relatively weaker than those predicted by the $\delta \alpha$ image. Figure 4.17(b) shows mainly two types of arrivals, PP reflections with gentle slopes and converted-wave reflections with steep slopes. The amplitudes of the predicted PP reflections are relatively strong at far offset. This is to be expected because, according to Zoeppritz equation, the $\beta$ model in general affects the amplitudes of PP reflections, especially at far offsets. For example, the events at $z = 2.5-3.5$ km in the $\delta \beta$ image compensate for the amplitudes of PP reflections at $z = 2.5-3.0$ s to match the observed data at far offsets.

Figure 4.18 shows enlarged views of data from within the dashed box in Figure 4.16(a): the top left panel shows the observed data, the top right panel shows data predicted using both the $\delta \alpha$ and $\delta \beta$ images, the bottom left panel shows data predicted using only the $\delta \alpha$ image, and the bottom right panel shows data predicted using only the $\delta \beta$ image. The dashed line in each panel marks the same arrival, and this arrival is one that was attenuated during pre-processing of the PP data. Notice that because the $\delta \alpha$ image predicts this arrival (shown in the bottom left panel), the $\delta \beta$ image tries to predict the same arrival but with opposite polarity (shown in the bottom right panel), so that the total prediction agrees with the observation. Had this (and other) arrivals not been removed from the observed data, we would expect the data predicted from the $\delta \alpha$ and $\delta \beta$ images, as well as the corresponding reflector amplitudes, to change accordingly. This is an illustration of how pre-processing can negatively affect the LSRTM.

We also test the inversion algorithm by using both PP data and PS data, which were treated as the vertical and horizontal components of the displacement vector, respectively. However, we were not able to predict both components with correct phases and amplitudes. We attribute this outcome to the fact that the data were pre-processed for independent PP
and PS imaging, and thus the arrivals in the PP and PS gathers might not be consistent with each other, in terms of phase and amplitude; therefore, this dataset does not fit our elastic LSRTM algorithm underlying assumptions, which requires vertical and horizontal displacement data, instead of separated PP and PS gathers.

4.4 Conclusions

We propose a method for elastic least-squares reverse time migration using a perturbation imaging condition. The images computed using our method represent perturbations of squared P and S velocities, and they do not suffer from polarity reversals, which usually characterizes conventional elastic images for converted waves. Both synthetic and field data tests of the perturbation imaging condition demonstrate that elastic LSRTM produces images with fewer migration artifacts and higher resolution compared to the corresponding RTM image. The field data example also shows the importance of proper pre-processing of the recorded data, which should provide the LSRTM algorithm with data consistent with the output of the Born modeling operator.
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Data-domain elastic wavefield tomography is an effective method for updating multiparameter elastic models that exploits much of the information provided by observed multicomponent data. However, poor illumination of the subsurface by compressional (P) and shear (S) waves often prevents reliable updates of model parameters. Moreover, differences in illumination, amplitude, and wavelength between P and S waves can distort the intrinsic physical relationships between the reconstructed model parameters. We propose a method for elastic isotropic wavefield tomography which explicitly constrains the relationship between P- and S-wave velocities. By incorporating a model constraint term in the objective function, we confine P and S velocity updates to a physical area defined by prior information, for example, by laboratory measurements or well logs. Examples demonstrate that this physical constraint yields models that are more physically plausible, compared to models obtained using only the data misfit objective function.

5.1 Introduction

Seismic tomography is a commonly used tool for building models of subsurface parameters from recorded seismic data. The various approaches to seismic tomography generally fall into two categories. The first is traveltime tomography, which seeks to match the traveltimes of recorded seismic data with those of synthetic seismic data simulated in a trial model by using ray tracing (Zhu et al., 1992; Zelt et al., 2006; Taillandier et al., 2009) or by
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solving a wave equation (Woodward, 1992; Schuster and Quintus-Bosz, 1993). However, models computed with traveltime tomography tend to have lower resolution, and may be less accurate when the subsurface contains complicated geologic structures that result in wavefield multipathing. The second category consists of methods for wavefield tomography, which use both the amplitude and phase information of recorded seismic data to invert for the subsurface parameter model. Although more expensive than traveltime tomography, wavefield tomography is more effective in recovering model parameters that are sensitive to waveform amplitudes (Tarantola, 1986; Mora, 1988; Pratt, 1999; Prieux et al., 2013), and has the ability to recover parameters with higher resolution (Bae et al., 2012; McNeely et al., 2012).

However, one issue with wavefield tomography, including full waveform inversion and other similar methods, is that it has non-unique solutions, i.e., multiple models may fit the data equally well. Ivanov et al. (2005) summarize several factors that contribute to non-uniqueness including, for example, insufficient acquisition and the presence of noise in the data. Methods for regularization have been proposed to stabilize the results and reduce the number of possible solutions (Tikhonov and Arsenin, 1977; Sun and Schuster, 1992; Zhou et al., 2002). Regularization is usually defined in the model domain for the purpose of adding prior information to the model. Regularization can be formulated in many different, possibly complementary, ways. Tikhonov and Arsenin (1977) propose a regularization term that encourages smoothness in the computed model. Xiang and Zhang (2014) use an edge-preserving regularization term to preserve sharp interfaces within the model. Asnaashari et al. (2013) use an a priori model to constrain the inversion. These and other examples demonstrate that proper regularization or preconditioning can effectively reduce the number of non-unique solutions and, in many cases, improve the accuracy of the reconstructed models.

Wavefield tomography is well-developed under the acoustic assumption (Tarantola, 1984; Pratt, 1999; Operto et al., 2004; Biondi and Almomin, 2014); however, recorded seismic data
include shear waves in addition to compressional waves. Because all wave modes contain useful information about the subsurface, elastic wavefield tomography can allow for better characterization of the subsurface (Tarantola, 1986; Pratt, 1990; Guasch et al., 2012; Vigh et al., 2014). Though multi-parameter inversion can provide more physical information compared to single-parameter inversion, different parameters in the updated model may not be physically realistic (Plessix, 2006), i.e., inversion might not be able to resolve the model parameters while preserving their intrinsic physical relationships.

Such physical relationships need to be enforced explicitly because they provide constraints on the model parameters that cannot be achieved using data or shaping regularization terms. For example, Baumstein (2013) imposes rock-physics-based constraints on FWI using the Projection Onto Convex Sets (POCS) method, which clips the values of update model parameters or their relationships to be in the desired bounds and then performs a line search within the feasible region. Using this approach, Baumstein (2013) modifies the gradient and the line search without changing the objective function. Physical relationships between model parameters in elastic media can be derived from well logs, seismic data, and laboratory measurements, and they can also be derived based on first-principle physical relationships (Tsuneyama, 2006; Compton and Hale, 2013). Experiments have established the relationship between P and S velocities (Castagna et al., 1985; Katahara, 1999; Tsuneyama, 2006); therefore, enforcing a range of constant ratios between the two velocities could guide the model update, thus increasing the robustness of wavefield tomography.

In this paper, we perform wavefield tomography using the isotropic elastic wave equation, and invert for the squared velocities of P and S waves simultaneously. We propose an objective function for wavefield tomography that constraints the relationship between P- and S-wave velocities. Examples demonstrate that the model constraints enforce appropriate physical relationships between the model parameters.

5.2 Elastic wavefield modeling

We consider the elastic isotropic wave equation:
\[
\ddot{u} - \alpha \nabla (\nabla \cdot u) + \beta \nabla \times (\nabla \times u) = f, \tag{5.1}
\]

where \( u(e, x, t) = [u_x \ u_y \ u_z]^T \) is the displacement vector, and \( f(e, x, t) \) is the source function. Both vectors \( u \) and \( f \) are functions of the experiment index \( e \), spatial location \( x \), and time \( t \). Model parameters \( \alpha(x) = \frac{\lambda + 2\mu}{\rho} \) and \( \beta(x) = \frac{\mu}{\rho} \) are squared P- and S-wave velocities, respectively. \( \lambda \) and \( \mu \) are Lamé parameters, and \( \rho \) is the density. Equation 5.1 assumes slowly varying Lamé parameters (Lay and Wallace, 1995) and describes a linear relationship between the displacement vector \( u \) and the source function \( f \):

\[
Lu = f, \tag{5.2}
\]

where matrix \( L \) is the elastic wave operator corresponding to equation 5.1, with model parameters \( \alpha \) and \( \beta \), whose adjoint is written as \( L^T \).

### 5.3 Objective function

For wavefield tomography, one typically updates a model by minimizing an objective function. We consider an objective function \( J(u_s, \alpha, \beta) \) consisting of three terms: a data misfit term \( J_D(u_s, \alpha, \beta) \), a regularization term \( J_M(\alpha, \beta) \) that allows for the use of prior models \( \bar{\alpha}(x) \) and \( \bar{\beta}(x) \) as well as model shaping, and a model constraint term \( J_C(\alpha, \beta) \) that restricts the relationship between \( \alpha \) and \( \beta \) to a feasible region:

\[
J(u_s, \alpha, \beta) = J_D(u_s, \alpha, \beta) + J_M(\alpha, \beta) + J_C(\alpha, \beta). \tag{5.3}
\]

We define the data misfit term using the difference between the predicted and observed data:

\[
J_D = \sum_e \frac{1}{2} \| W_u u_s - d_o \|^2, \tag{5.4}
\]

where \( d_o(e, x, t) \) are the observed data recorded at the receiver locations and weights \( W_u(e, x, t) \) restrict the source wavefield \( u_s(e, x, t) \) to the receiver locations.

The regularization term \( J_M \) in the objective function penalizes deviations from prior models \( \bar{\alpha}(x) \) and \( \bar{\beta}(x) \):

\[
J_M = \frac{1}{2} \| W_\alpha (\alpha - \bar{\alpha}) \|^2 + \frac{1}{2} \| W_\beta (\beta - \bar{\beta}) \|^2, \tag{5.5}
\]
where $\mathbf{W}_\alpha(x)$ and $\mathbf{W}_\beta(x)$ are model shaping operators, whose inverses are related to the model covariance matrices. Such operators can be either simple space-invariant roughness operators, e.g., a Laplacian filter (Tarantola, 1987), or they can perform image-shaping with non-stationary filtering (Hale, 2007; Guitton et al., 2012).

Due to differences in illumination and amplitude between P and S modes, models $\alpha$ and $\beta$ – computed using only the data misfit term – update independently, and this can lead to physically unrealistic solutions. Prieux et al. (2013) explain the differences in illumination and amplitude in terms of offset between PP, PS, SP, and SS reflections using diffraction patterns. Moreover, the undesired inconsistency in resolution between the recovered P and S velocity models is also due to the fact that the seismic wavelength for shear modes is shorter than that of P modes; therefore, the updated S velocity model could have higher resolution than the updated P velocity model. In order to eliminate the undesired solutions, one can constrain model updates using physical relationships between $\alpha$ and $\beta$, for example, using a region defined by an upper boundary $h_u(\alpha, \beta) = 0$ and a lower boundary $h_l(\alpha, \beta) = 0$:

$$h_u > 0,$$

$$h_l > 0.$$  

(5.6)  

(5.7)

In order to keep the updated model within these boundaries, we include in the objective function a constraint term $J_C$ that uses a logarithmic penalty function (Peng et al., 2002; Nocedal and Wright, 2006; Gasso et al., 2009):

$$J_C = -\eta \sum_x [\log(h_u) + \log(h_l)].$$  

(5.8)

The constraint term $J_C$ tends to $-\infty$ as $h_u$ or $h_l$ tends to 0, and thus penalizes violations of inequalities 5.6 and 5.7. This constraint term mainly contributes to model updating when the updated model approaches the boundaries. The parameter $\eta$ weighs the constraint term $J_C$ relative to other terms in the objective function $J$. Note that the starting model for inversion must fall between the boundaries.
For elastic wavefield tomography, because the relationship of P and S velocities is generally linear (Castagna et al., 1985; Zimmer et al., 2002; Rojas et al., 2005), we set the boundaries to be

$$h_u = -\alpha + c_u \beta + b_u = 0 \ ,$$
$$h_l = \alpha - c_l \beta - b_l = 0 \ ,$$

(5.9) (5.10)

where the user-defined parameters $c_l$, $c_u$, $b_l$, and $b_u$ characterize the slopes and $\alpha$-intercepts of the specific boundaries. Notice that parameters $c_l$, $c_u$, $b_l$, and $b_u$ are functions of spatial location $x$, i.e., these parameters may vary with spatial location. For example, the ratios of P and S velocities for liquid and gas saturations have distinguishable differences (Gregory, 1976; Hamada, 2004). With prior physical information, one could apply proper constraints to liquid and gas zones. In areas of the model where the relationship between $\alpha$ and $\beta$ has high uncertainty, one could set a broad physical constraint that allows for more variation between $\alpha$ and $\beta$.

5.4 Objective function gradient

We update the model iteratively using a steepest descent method (Lailly, 1983; Tarantola, 1984). For the wavefield tomography problem, one can directly apply the adjoint-state method to compute the gradient (Plessix, 2006):

$$F_s = L u_s - f_s = 0 .$$

(5.11)

Equation 5.11 simply indicates that we compute the source wavefield $u_s$ from a given source function $f_s$, i.e., $u_s$ is a solution to the given wave equation.

The gradient of the objective function can be efficiently computed using the adjoint-state method (Plessix, 2006). The augmented functional $\mathcal{H}$ is defined as

$$\mathcal{H} = J - \sum_e \mathcal{F}^T a_s .$$

(5.12)

The gradient of $\mathcal{H}$ indicates the search direction toward the minimum of $J$, constrained by $\mathcal{F}_s = 0$. The adjoint variable, vector $a_s (e, x, t)$, is computed by solving the adjoint equations.
obtained by setting the partial derivatives of the augmented functional relative to the state variables \(u_s\) to zero:

\[ L^T a_s = g_s, \]  

(5.13)

where \(g_s(e, x, t)\) is the adjoint source given by

\[ g_s = \frac{\partial J}{\partial u_s} = W_u^T (W_u u_s - d_u). \]  

(5.14)

Note that because terms \(J_M\) and \(J_C\) are not functions of \(u_s\), they do not appear in the expression for the adjoint source.

The gradient of the augmented functional \(H\) is given by

\[
\begin{bmatrix}
\frac{\partial H}{\partial \alpha} \\
\frac{\partial H}{\partial \beta}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial J}{\partial \alpha} \\
\frac{\partial J}{\partial \beta}
\end{bmatrix} - \sum_e \begin{bmatrix}
\frac{\partial F_T a_s}{\partial \alpha} \\
\frac{\partial F_T a_s}{\partial \beta}
\end{bmatrix}. 
\]  

(5.15)

We obtain the gradient of \(J_D\) by solving \(\frac{\partial H}{\partial \alpha} = 0\) and \(\frac{\partial H}{\partial \beta} = 0\):

\[
\begin{bmatrix}
\frac{\partial J_D}{\partial \alpha} \\
\frac{\partial J_D}{\partial \beta}
\end{bmatrix} = \sum_e \begin{bmatrix}
\frac{\partial F_T a_s}{\partial \alpha} \\
\frac{\partial F_T a_s}{\partial \beta}
\end{bmatrix} = \sum_e \begin{bmatrix}
-\left[\nabla \left( \nabla \cdot u_s \right) \right]^T a_s \\
\left[ \nabla \times \left( \nabla \times u_s \right) \right]^T a_s
\end{bmatrix},
\]  

(5.16)

where the symbol \(\star\) denotes zero-lag cross-correlation. In addition, we apply illumination compensation to the gradient for the data misfit term, by dividing the gradient with respect to \(\alpha\) by \(\sum_t [\nabla (\nabla \cdot u_s)]^2\) and the gradient with respect to \(\beta\) by \(\sum_t [\nabla \times (\nabla \times u_s)]^2\). This compensation is an approximation for the diagonal of the inverse Hessian (Pratt et al., 1998).

The gradient of terms \(J_M\) and \(J_C\), with respect to the model parameters \(\alpha\) and \(\beta\), are

\[
\begin{bmatrix}
\frac{\partial \mathcal{J}_M}{\partial \alpha} \\
\frac{\partial \mathcal{J}_M}{\partial \beta}
\end{bmatrix} = \begin{bmatrix}
W_\alpha^T W_\alpha (\alpha - \bar{\alpha}) \\
W_\beta^T W_\beta (\beta - \bar{\beta})
\end{bmatrix},
\]  

(5.17)

and

\[
\begin{bmatrix}
\frac{\partial \mathcal{J}_C}{\partial \alpha} \\
\frac{\partial \mathcal{J}_C}{\partial \beta}
\end{bmatrix} = \begin{bmatrix}
\frac{-\eta}{\alpha-c_\beta b_u} - \frac{\eta}{\alpha-c_\alpha b_u} \\
\frac{\alpha-c_\beta b_u}{\alpha-c_\alpha b_u} + \frac{\alpha-c_\alpha b_u}{\alpha-c_\beta b_u}
\end{bmatrix},
\]  

(5.18)

respectively. When updated models approach the boundaries defined in \(J_C\), the gradient of \(J_C\) dominates the total gradient of the objective function \(J\), thus pushing the updated model away from the boundaries. When the updated models are distant from the boundaries.
defined in $J_C$, the gradient of $J_C$ has less influence on the total gradient $J$, and the data misfit term controls the inversion.

We update the model using a steepest-descent method in which we search for the step length via a quadratic line search in the direction opposite to the gradient of the objective function. This line search requires at least two additional evaluations of the objective function. In addition, when using logarithmic functions in the physical constraint term, one must ensure that the model remains in the predefined feasible region while performing the line search and model update.

5.5 Example

We illustrate our method for elastic wavefield tomography with two synthetic models, and compare inversion using only the data misfit term $J_D$ to inversion using the data misfit with physical constraints $J_D + J_C$.

5.5.1 Borehole model

The first synthetic model contains two negative Gaussian anomalies centered at $(1.5, 2.0)$ and $(1.5, 5.0)$ km. There are 60 vertical displacement sources in a well at $x = 0.2$ km and a line of geophones at $x = 2.8$ km. The $\alpha$ and $\beta$ models are shown in Figure 5.1. The vertical component of a shot gather is shown in Figure 5.2(a), which contains both P and S waves. To illustrate the influence of the physical constraint term $J_C$ when the illumination of P and S waves differ, we mute the S waves in both observed and predicted data for receivers located between $z = 0$ and 3.5 km, and the P waves in both observed and predicted data for receivers located between $z = 3.5$ and 7 km, as shown in Figure 5.2(b). That is, for elastic wavefield tomography, we use primarily the P waves passing through the shallow Gaussian anomaly and the S waves passing through the deeper Gaussian anomaly. This is simply an artificial construction meant to simulate partial illumination and to highlight the influence of the model constraint.
Figure 5.1: $\alpha$ (left panel) and $\beta$ (right panel) models with two negative Gaussian anomalies. Dots are the source locations at $x = 0.2$ km, and the vertical line shows the receivers at $x = 2.8$ km.
Figure 5.2: Horizontal (left panels) and vertical (right panels) components of a shot gather with the source at $z = 3.5$ km. First arrival is the P wave and second arrival is the S wave. (a) The original data. (b) Processed data for inversion with P waves only from $z = 0$ to 3.5 km and S waves only from $z = 3.5$ to 7 km. We window selected portions of the original data to simulate partial illumination for different wave modes.
Figure 5.3: Updated $\alpha$ models after 21 iterations using (a) objective function $J_D$ and (b) $J_D + J_C$. Note that the Gaussian anomaly in (b) at $(1.5, 5)$ km is better recovered, and its amplitude and shape are closer to the true model compared to that in (a).
Figure 5.4: Updated $\beta$ models after 21 iterations using (a) objective function $J_D$ and (b) $J_D + J_C$. Note that the Gaussian anomaly in (b) at (1.5, 2) km is better recovered, and its amplitude and shape are closer to the true model compared to that in (a).
Figure 5.5: Model updates for the Gaussian model in Figure 5.1 as a function of iterations at (a) (1.5, 2) km and (b) (1.5, 5) km. Stars and dots are the updated models with and without constraints, respectively. Note that without constraints, the $\alpha$ and $\beta$ models update toward the boundaries, while with constraints, the relationship of $\alpha$ and $\beta$ models is enforced to be close to the true model indicated by the median line in the underlying physical constraint.
Using the data misfit term $J_D$ as the objective function, we obtain the updated models for $\alpha$ and $\beta$ after 21 iterations, shown in Figures 5.3(a) and 5.4(a), respectively. Notice that the model update of $\alpha$ focuses on the shallow Gaussian anomaly, while that of $\beta$ focuses on the deeper Gaussian anomaly. By including the physical constraint term $J_C$ in the objective function, we obtain the updated $\alpha$ and $\beta$ models shown in Figures 5.3(b) and 5.4(b), respectively. We choose the weighting parameter $\eta$ to be 0.6 in order to balance the gradients of $J_D$ and $J_C$. Observe that the Gaussian anomalies in $\alpha$ and $\beta$ recovered using physical constraints (Figures 5.3(b) and 5.4(b)) are more accurate compared to those obtained without constraints (Figures 5.3(a) and 5.4(a)). Figures 5.5(a) and 5.5(b) show, respectively, the values of the updated models at (1.5, 2) km and (1.5, 5) km as a function of iteration number. In both figures, the stars represent the updated models with constraints, while the dots represent the updated models without constraints. Notice in Figure 5.5(a) that the recovered $\alpha$ and $\beta$ models tend to move toward the lower constraint boundary in later iterations. In contrast, by including the physical constraint term $J_C$ in the objective function, we preserve the ratio between $\alpha$ and $\beta$.

5.5.2 Marmousi model

The second example, shown in Figures 5.6(a) and 5.6(b), uses a modified Marmousi model (Versteeg, 1991, 1993). The top layer from 0 to 110 m is elastic and homogeneous. For this synthetic example, we assume that we know the values of $\alpha$ and $\beta$ for the first layer. Figure 5.6(c) is the crossplot of $\alpha$ and $\beta$ measured from three well logs at $x = 1.0, 2.0, 3.0$ km. The relationship between $\alpha$ and $\beta$ in the well logs is approximately linear; therefore, we use two straight lines (Equations 5.9 and 5.10) to define the feasible region for the $\alpha$-$\beta$ relationships, which provides the prior physical constraints for inversion.

The starting $\alpha$ and $\beta$ models (shown in Figures 5.7(a) and 5.7(b), respectively) are computed by smoothing the true model mainly along the horizontal axis. Note that in the crossplot of $a$ and $b$ models shown in Figure 5.7(c), all samples in the model space are within the predefined feasible range. We simulate 20 shots using displacement sources evenly
Figure 5.6: (a) True $\alpha$ model, (b) true $\beta$ model, and (c) the crossplot of $\alpha$ and $\beta$ models. The $\alpha$ and $\beta$ models are computed from the original Marmousi P and S velocity models, respectively.
Figure 5.7: (a) Starting $\alpha$ model, (b) starting $\beta$ model, and (c) crossplot of $\alpha$ and $\beta$ models for Marmousi example. The $\alpha$ and $\beta$ models are computed from the true model with smoothing mainly along the horizontal axis to eliminate detailed structures in the true model.
Figure 5.8: (a) Vertical and (b) horizontal components of the difference between a recorded shot gather and the corresponding predicted data for the first frequency band (0−5 Hz). The predicted data are computed using the initial model shown in Figures 5.7(a) and 5.7(b); (c) vertical and (d) horizontal components of the difference between the recorded and predicted data for the first frequency band. The predicted data are computed using the final model for the first frequency band.
Figure 5.9: (a) Vertical and (b) horizontal components of the difference between a recorded shot gather and the corresponding predicted data for the second frequency band (0 – 7 Hz). The predicted data are computed using the final model from the first frequency band; (c) vertical and (d) horizontal components of the difference between the recorded and predicted data for the second frequency band. The predicted data are computed using the final model for the second frequency band.
Figure 5.10: Recovered (a) $\alpha$ and (b) $\beta$ models after the inversion of the second frequency band. (c) Crossplot of recovered $\alpha$ and $\beta$ models using objective function $J_D$. Note that the recovered $\beta$ model contains more details than the $\alpha$ model.
Figure 5.11: Recovered (a) $\alpha$ and (b) $\beta$ models after the inversion of the second frequency band. (c) Crossplot of recovered $\alpha$ and $\beta$ models using objective function $J_D + J_C$. The upper and lower boundaries are indicated by the two solid lines. Note that the recovered $\alpha$ and $\beta$ models contain similar details.
Figure 5.12: Recovered (a) $\alpha$ and (b) $\beta$ models after the inversion of the second frequency band. (c) Crossplot of recovered $\alpha$ and $\beta$ models using objective function $J_D + J_C$. The upper and lower boundaries are indicated by the two solid lines.
Figure 5.13: Recovered (a) $\alpha$ and (b) $\beta$ models after the inversion of the second frequency band. (c) Crossplot of recovered $\alpha$ and $\beta$ models using objective function $J_D + J_C$. The upper and lower boundaries are indicated by the two solid lines.
Figure 5.14: Comparison between initial or recovered models (solid lines) and true models (dashed lines) from the well at $x = 2.4$ km. Row one: Solid lines are the $\alpha$ profiles of (a) initial model; (b) updated models using objective function $\mathcal{J}_D$; (c) updated models using objective function $\mathcal{J}_D + \mathcal{J}_C$; (d) updated models using objective function $\mathcal{J}_D + \mathcal{J}_C$, where $\mathcal{J}_C$ is defined with a wider feasible region; (e) updated models using objective function $\mathcal{J}_D + \mathcal{J}_C$, where $\mathcal{J}_C$ is defined with a shifted feasible region. Row two: Solid lines are the $\beta$ profiles of (f) initial model; (g) updated models using objective function $\mathcal{J}_D$; (h) updated models using objective function $\mathcal{J}_D + \mathcal{J}_C$; (i) updated models using objective function $\mathcal{J}_D + \mathcal{J}_C$, where $\mathcal{J}_C$ is defined with a wider feasible region; (j) updated models using objective function $\mathcal{J}_D + \mathcal{J}_C$, where $\mathcal{J}_C$ is defined with a shifted feasible region. In (c), (d), (g), (h), and (i), the recovered model profiles match the true models.
distributed along the x-axis, at depth $z = 0.04$ km, and record each shot with 500 receivers evenly distributed along the x-axis, at depth $z = 0.07$ km. The amplitude of the horizontal component of the displacement source is 5 times stronger than the vertical component so that the computed wavefields contain strong S waves. FWI is carried out using a multiscale approach with two frequency bands: $0 - 5$ Hz and $0 - 7$ Hz. The horizontal and vertical components of the data residual for the first frequency band, computed using the starting model, are shown in Figures 5.8(a) and 5.8(b), respectively. Notice that the data residual contains head waves, diving waves, and reflections.

We perform four different tests using the same starting models shown in Figures 5.7(a) and 5.7(b) in order to evaluate the constraint term $J_C$. For the first test, we use only the data misfit term $J_D$ as the objective function. Figures 5.8(a) and 5.8(b) show, respectively, the horizontal and vertical components of the data residual for the first frequency band before inversion. In comparison, Figures 5.8(c) and 5.8(d) show the data residual after inversion using only the first frequency band. The final model for the first frequency band is then used as the starting model for the second frequency band. The data residual for the second frequency band before inversion is shown in Figures 5.9(a) and 5.9(b), while Figures 5.9(c) and 5.9(d) show the data residual after inversion using the same frequency band. As expected, the magnitude of the data residual, in which we observe energy from all wave types, has decreased after inversion.

Figures 5.10(a) and 5.10(b) show the recovered $\alpha$ and $\beta$ models after inversion using both frequency bands. Notice that the recovered $\beta$ contains more structural details, for example, in the high velocity zones, while the recovered $\alpha$ model is smoother. The recovered $\alpha$ and $\beta$ values are crossplotted in Figure 5.10(c). Without physical constraints, the $\alpha$ and $\beta$ values deviate from the allowable region, resulting in recovered models that are inaccurate. One reason for the difference between the recovered $\alpha$ and $\beta$ models is that the wavelengths of P and S waves differ significantly. Because there is no attenuation in this synthetic example, typical S wavelengths are shorter than P wavelengths for the same frequency band. This
results in the recovered $\beta$ model having higher resolution than the $\alpha$ model, as seen in Figure 3.10. In reality, however, $S$ waves experience more attenuation than $P$ waves for the same frequency band, and the resolution of the recovered $\alpha$ and $\beta$ models still differ in practice. This inconsistency in resolution between recovered $\alpha$ and $\beta$ models does not reflect the true subsurface, and we address this inconsistency through physical constraints between the two model parameters.

For the remaining tests, we include both the data misfit term $J_D$ and the physical constraint term $J_C$ in the objective function. For the second test, we use upper and lower boundaries estimated from the three well logs shown in Figure 5.6(c). By including the physical constraint term in the objective function, the values of $\alpha$ and $\beta$ are confined to the allowable range. Figures 5.11(a) and 5.11(b) show the updated $\alpha$ and $\beta$ models after the inversion converges. Compared to the models obtained using only the data misfit term (Figure 3.10), both models seen in Figure 3.11 now have similar resolution. Figure 5.11(c) shows the crossplot of the recovered $\alpha$ and $\beta$ models, and confirms that the $\alpha$-$\beta$ relationship is maintained within the allowable region as the models are updated. For this test and the following tests, the weighting parameter we use in the constraint term is $\eta = 4.0$.

For the third test, we increase the width of the feasible region, as indicated by the solid lines in the crossplot in Figure 5.12(c). The $\alpha$ and $\beta$ models obtained with these less-restrictive constraints are shown in Figure 5.12(a) and Figure 5.12(b). Compared to the second test (Figure 3.11), the recovered $\alpha$ and $\beta$ models exhibit larger differences in resolution and, as evidenced by the crossplot in Figure 5.12(c), more variation in the ratio between the values of $\alpha$ and $\beta$.

For the last test, we purposely select a feasible region, shown in Figure 5.13(c), whose center does not coincide with the best-fit line describing the relationship between $\alpha$ and $\beta$ derived from the three well-logs. Using this constraint, the recovered $\alpha$ (Figure 5.13(a)) and $\beta$ models (Figure 5.13(b)) are much smoother compared to those from the second (Figure 3.11) and third (Figure 3.12) tests. In this case, because the constraint term drives the relation
between $\alpha$ and $\beta$ toward incorrect values, neither the $\alpha$ nor $\beta$ models are updated correctly. Therefore, from the results of this test and the previous tests, we conclude that ideally one should choose a narrow constraint region that enforces an accurate relation between $\alpha$ and $\beta$ but, when there is significant uncertainty in the estimated relation between $\alpha$ and $\beta$, choosing a broader constraint region is a preferable alternative to choosing a narrow constraint region that enforces an inaccurate relationship.

Vertical profiles extracted from $\alpha$ and $\beta$ models at $x = 2.0$ km are shown in Figure 3.14. The solid line in Figure 3.14(a) is the initial $\alpha$ model, while the solid lines in Figures 3.14(b) to 3.14(e) are the recovered $\alpha$ models from the four tests. The dashed line in Figures 3.14(a) to Figure 3.14(e) indicates the true $\alpha$ model. Similarly, the solid line in Figure 3.14(f) is the initial $\beta$ model, the solid lines in Figures 3.14(g) to 3.14(j) are the recovered $\beta$ models from the four tests, and the dashed line in Figures 3.14(f) to 3.14(j) is the true $\beta$ model. Using only the data misfit as the objective function, we obtain a reliable model update for $\beta$ (Figure 5.14(b)), but only a limited model update for $\alpha$ (Figure 5.14(g)). When using constraints that enforce an accurate relationship between $\alpha$ and $\beta$, which are estimated from the three well logs, we obtain updated $\alpha$ and $\beta$ models that both match the true model well. The recovered $\alpha$ (Figure 3.14(c)) and $\beta$ (Figure 3.14(h)) models obtained with narrower constraints (Figure 3.11) are slightly more accurate than the $\alpha$ (Figure 3.14(d)) and $\beta$ (Figure 3.14(i)) models obtained with broader constraints (Figure 3.12). Using narrow but inaccurate constraints (Figure 3.13) yields unsatisfactory results for both $\alpha$ (Figure 3.14(e)) and $\beta$ (Figure 3.14(j)).

5.6 Conclusion

We demonstrate an elastic wavefield tomography method based on the isotropic elastic wave equation, formulated to reduce the misfit between observed and predicted data, and constrained in order to obtain models that are physically plausible. We invert for a model of multiple elastic material parameters, specifically the squared velocities of P and S waves. Due to differences in illumination, amplitude, and wavelength between P and S waves, the
model updates for the two parameters may differ in amplitude and location, thus leading to nonphysical models. To obtain a physically realistic model, we introduce physical constraints that force the updated models to satisfy known physical relations bounded within a certain feasible range. This constraint term only impacts model updating when the inverted model parameters are close to the boundaries of the constraints.

For multi-parameter wavefield tomography in general, another issue is the trade-off between model parameters, particularly in cases where data coverage is incomplete. The choice of model parameterization is an important aspect of multi-parameter wavefield tomography, and different parameterizations have been investigated in order to determine optimal combinations for inversion that result in minimal ambiguity between parameters. However, in general, this ambiguity cannot be completely avoided even with an optimal parameterization. By including a physical constraint term in the objective function, we limit the set of permissible solutions, and thereby we can potentially reduce the trade-off between parameters, and, more generally, the nonlinearity of the inverse problem. For example, we could use our knowledge of the fact that the P-wave velocity must be greater than S-wave velocity to constrain the inversion to yield only solutions that meet this criteria.

The use of a model constraint that links the model updates for multi-parameters could also be applied to other wavefield tomography problems. For example, for acoustic wavefield tomography in which one inverts for P-wave velocity and impedance, one could constrain the relationship between these two parameters to lie within a physically plausible range. Also, without imposing a hard relation between velocity and density, one could define arbitrary bounds on the feasible region, for example, by using experimental probability density functions established between the model parameters based on well log or other information.
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CHAPTER 6
CONCLUSION

Wavefield migration and tomography are techniques for imaging the subsurface. In my thesis, I propose methods of migration and tomography based on the elastic wave-equation. The main results of this thesis and recommendations for further study are summarized below.

6.1 Scalar imaging condition for elastic reverse-time migration

In Chapter 2, I exploit geometrical relationships between the wavefields, their propagation directions, the reflector orientation, and polarization directions to derive a new 3D imaging condition for PS and SP reflectivities. This new method leads to accurate images without the need to decompose wavefields into directional components or to construct costlier extended images in the angle domain. This method is constructed based on the assumption that polarity changes at normal incidence in isotropic media.

In the case of anisotropy, polarity may change at non-zero incidence angle. With proper decomposition methods that separate the P and S waves, one can exploit the directionality of phase velocity, group velocity, and reflector normal and thus design an imaging condition for converted waves that corrects for polarity reversals at correct angles of incidence and reflection.

6.2 Angle decomposition

In Chapter 3, I show extended imaging conditions for PP, PS, SP, and SS images, and I present methods for computing opening and azimuth angle gathers from these images. These methods utilize local plane wave decompositions of extended images and exploit the relationships between the time-lag, space-lag, and image shift in space. These relationships lead to opening and azimuth angle decomposition methods using either time-lag common
image gathers, space-lag common image gathers, or time- and space-lag common image point gathers.

These angle decomposition relationships are derived for isotropic media. However, these methods can also be extended and applied to anisotropic media. For anisotropic media, e.g., arbitrary TTI media, the angle decomposition procedure is complicated by the fact that the velocities on the source and receiver sides depend on the angles of incidence. Sava and Alkhalifah (2013) propose the angle decomposition methods for PP reflections in the TI media. They reconstruct the wavefield using a pseudo-acoustic wave equation. By using the direction of symmetry axis, they derive the relationships between opening/azimuth angles and time-/space-lags. With proper methods that separate P and S waves, one could develop similar angle decomposition algorithms to obtain angle gathers for elastic reflections in anisotropic media.

6.3 Elastic least-squares reverse time migration

In Chapter 4, I propose a method for elastic least-squares reverse time migration using a perturbation imaging condition, which I derive for squared P and S velocities. Images computed using this new imaging condition can be simply related to physical subsurface properties, and in addition, these images do not suffer from polarity changes and thus can be stacked over experiments without an additional polarity correction. Compared to elastic RTM, elastic LSRTM produces high-resolution images that provide correct relative amplitudes, which makes this algorithm especially suitable for applications such as reservoir characterization.

LSRTM algorithms are developed based on the imaging conditions. We derive a new perturbation imaging condition for squared P and S velocity models. One can also use LSRTM algorithms for other elastic imaging conditions, for example, the potential imaging condition discussed in Chapter 2. The migration operator is defined by the imaging condition, which consists of the sequential operators. And the demigration operator can be obtained by using these operators contained in the migration operator. For anisotropic
media, one can also obtain the perturbation imaging conditions for individual model parameters using elastic anisotropic wave equation. The perturbation imaging condition can be derived based on various parameterizations, for example, images for $V_{P0}$ and $V_{S0}$. Because of the trade-offs between parameters, it is important to choose a parameterization according to the acquisition.

### 6.4 Elastic wavefield tomography with physical model constraints

In Chapter 5, I demonstrate an elastic wavefield tomography method using the isotropic elastic wave equation formulated to reduce the misfit between observed and predicted data, and to obtain models that are physically plausible. I invert for a model of multiple elastic material parameters, i.e., the squared P and S velocities. Due to differences in illumination, amplitude, and wavelength between P and S waves, the model updates for the two parameters may differ in amplitude and location, thus leading to nonphysical models. To obtain a physically realistic model, I introduce physical constraints that force the updated models to satisfy known physical relations bounded within a certain feasible range.

This feasible range can be defined in various ways. In Chapter 5, we show constraints with upper and lower boundaries, which are estimated from the well-logs. One could define arbitrary bounds on the feasible region, for example, by using experimental probability density functions established between the model parameters. A similar idea could be applied to migration velocity analysis (MVA). MVA operates by establishing the relation between model perturbation and a corresponding image perturbation. The target of elastic MVA is to minimize such an image perturbation by optimizing the squared P and S velocity models. In my thesis, I show different imaging conditions, which can all be extended with space- and time-lags. These extended images can be used to construct the objective function for elastic MVA. One can use petrophysical constraints for MVA to eliminate the inconsistencies between recovered $\alpha$ and $\beta$ models.
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