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SUMMARY

Multiple-scattered waves contain information that is commonly disregarded during imaging and tomography. Marchenko wavefields are superior to time-reverse wavefields by handling primaries together with internal and surface-related multiples. Using all types of waves for imaging can greatly improve the illumination and augment the sensitivity of the data to errors in the background velocity model. We compare extended images computed with reverse time and Marchenko wavefields, and investigate the potential of using multidimensional deconvolution for extended images in order to obtain higher image resolution. Our experiments show that the Marchenko wavefields are sensitive to errors in the background model in a way that is similar to the sensitivity of time-reverse wavefields. The main difference between these imaging strategies is the improved angle illumination with the Marchenko wavefields due to the correct use of multiples; this improvement can eliminate the bias of tomography operators towards lower velocities when the data are contaminated with multiples.

INTRODUCTION

The quality of the seismic image depends on the choice of wave propagator, but more importantly on the quality of the background model. The better the velocity, the more focused the seismic image becomes. In order to retrieve the information about kinematics errors, one must extend the image. In the context of two-way operators, the extension is usually performed using extended images (Rickett and Sava, 2002; Sava and Fomel, 2006; Sava and Vasconcelos, 2011a), or the angle domain (Sava and Fomel, 2003; Yoon et al., 2004; Jin et al., 2014; Yoon et al., 2011; Vyas et al., 2011), or the surface offset domain (Giboli et al., 2012). Another important factor that determines the quality of a seismic image is the amount of data illuminating a target in the subsurface.

Most of the current imaging (and modeling) technologies utilize the primaries in the data but disregard the multiples which can better illuminate the targets with conventional acquisition geometries. In order to incorporate the multiples into the seismic images, a conventional approach is to use the primaries as an areal source for the surface-related multiples; this allows one to image the first order surface-related multiples in the same position as the primaries (Guitton, 2002; Grion et al., 2007; Verschuur and Berkhout, 2011; Whitmore et al., 2010; Wong et al., 2015). However, these techniques require prior separation of multiples and primaries. A recent alternative to incorporate the multiples into the imaging process is the Marchenko modeling framework in which the multiples are used together with the primaries in a global prediction procedure that characterizes focusing at an arbitrary location in the subsurface (Broggini et al., 2014; Behura et al., 2014; Wapenaar et al., 2014b; Singh et al., 2015). The focusing solutions are guaranteed to exist regardless of the background velocity model. With focusing functions, the up- and down-going Green’s functions are retrieved through convolutions and correlations between the focusing solutions and the reflection response (the data) including internal multiples (Broggini et al., 2014; Behura et al., 2014; Wapenaar et al., 2014b) and surface-related multiples (Singh et al., 2015).

We show that the Marchenko wavefields contain sensitivity to the background model that is similar to conventional wavefields obtained by time reversal or downward continuation. We assess the sensitivity by using extended images, which is the first step towards a formulation of a tomographic operator with Marchenko wavefields. We also pose the extended imaging process as an inversion problem which can be thought of as an extended deconvolution imaging condition. We illustrate our method with synthetic examples comparing the sensitivity of both approaches to the background model.

MODELING DIFFERENCES

In this section, we review similarities and differences between Marchenko and RTM propagators. While both propagators are two-way, Marchenko separates the total wavefield $u$ into up- and down-going components:

$$u(x, x_s, t) = u_u(x, x_s, t) + u_d(x, x_s, t).$$

(1)

This separation is necessary because the method relies on one-way reciprocity theorems (Wapenaar et al., 2014a). Singh et al. (2015) shows how to recover the total wavefield $u$, and its directional components $u_u$ and $u_d$ with a free-surface condition.

An iterative procedure finds the focusing solutions $f^{u}_1(x_s, x, t)$ and $f^{d}_1(x_s, x, t)$ such that when they are injected at the surface locations $x_s$ produce a focus at an arbitrary point $x$ in the subsurface. The focusing solutions always exist regardless of the background model. In order to obtain the focusing solutions, the method utilizes the reflectivity response $R(x_s, x_s, t)$ together with an estimate of the direct arrival $T_d(x, x_s, t)$ which goes from the subsurface point $x$ to the surface locations $x_s$. The direct arrival information contains the kinematic information from the background model. The recovered wavefield satisfies the wave equation

$$\rho \nabla \cdot \left( \frac{1}{\rho} \nabla u \right) + \frac{\omega^2}{v^2} u = -j\omega \delta(x - x_s).$$

(2)
for a volumetric injection source $-j\omega \rho \delta(x - x_s)$, density $\rho$, and velocity $v$.

Once the focusing functions are obtained through the iterative scheme described in Singh et al. (2015), the individual components are then retrieved through the following equations:

\begin{align*}
    u_r(x, x_r, \omega) &= -f^+_r(x_r, x, \omega) + \sum_{x_s} f^+_r(x_s, x, \omega) R(x_r, x_s, \omega) - r f^+_r(x_r, x, \omega) R(x_r, x_s, \omega), \\
    u_s(x, x_r, \omega) &= +f^+_s(x_r, x, \omega) - \sum_{x_s} f^+_s(x_s, x, \omega)^* R(x_r, x_s, \omega) - r f^+_s(x_r, x, \omega) R(x_r, x_s, \omega).
\end{align*}

Note that the inputs for retrieving either wavefield are the same: the focusing solutions $f^+_r$ and $f^+_s$, the reflectivity at the surface $R$ (the data), and the reflection coefficient at the free surface $r = -1$. The focusing solutions $f^+_r$ and $f^+_s$ can be thought of as the propagators that redatum the reflectivity from the source position $x_s$ to the image point $x$.

In contrast, the RTM propagators solve two independent modeling problems:

\begin{equation}
    L(v) u_s = f_s, 
\end{equation}

which is solved forward in time for the source function $f_s$, and

\begin{equation}
    L^\top(v) u_r = f_r, 
\end{equation}

which is solved backward in time for the receiver data $f_r = \sum_{x_s} R(x_s, x_r, t) \delta(x - x_s)$. For the RTM propagators, the sum of the source and receiver wavefields does not satisfy equation 2 and does not correctly handle the multiples present in the data.

**SENSITIVITY TO THE BACKGROUND MODEL**

In the Marchenko context, the wavefield $u_r$ represents the up-going component of the Green’s function, whereas $u_s$ represents the downgoing component. Following the imaging principle (Claerbout, 1971) the image $R(x)$ is constructed when wavefields $u_s$ and $u_r$ coincide in space and time:

\begin{equation}
    R(x) = \sum_{x_s, t} u_s(x_s, x, t) u_r(x_s, x, t). 
\end{equation}

Although helpful for understanding the subsurface, $R(x)$ does not contain much information about the quality of the background velocity model. Instead, one can use the extended-imaging condition (Rickett and Sava, 2002; Sava and Fomel, 2003; Sava and Vasconcelos, 2011b) to analyze the interaction between source and receiver wavefields at the vicinity of the image location $x$ and $t = 0$:

\begin{equation}
    R(x, \lambda, \tau) = \sum_{e,t} u_s(e, x - \lambda, t - \tau) u_r(e, x + \lambda, t + \tau), 
\end{equation}

where $\lambda$ and $\tau$ are space- and time-lags, respectively. The extended-imaging operator is linear and represents the down-going field, $u_s$, interacting with the up-going field, $u_r$; which in a matrix-vector form it reads

\begin{equation}
    R = U_s^\top u_r, 
\end{equation}

where, the matrix $U_s^\top$ is the extended-imaging operator applied to the receiver field $u_r$. Alternatively, one can think about the (extended) imaging process as an inversion problem such that $R(x, \lambda, \tau)$ satisfies the relation

\begin{equation}
    U_s R \approx u_r, 
\end{equation}

where the operator $U_s$ implements:

\begin{equation}
    \tilde{u}_r(x_s, x, t) = \sum_{\tau, \lambda} R(x - \lambda, \lambda, \tau) u_s(x_s, x - 2\lambda, t + 2\tau). 
\end{equation}

The wavefield $\tilde{u}_r$ denotes the action of $U_s$ applied to $R$. The relation in equation 10 implies that the extended reflectivity $R(x, \lambda, \tau)$ is the ratio between the down- and up-going fields at the surrounding locations of image point $x$ and around time $t = 0$ (Wapenaar et al., 2000; Amundsen, 2001). In order to stabilize the inversion, we add a damping constrain by keeping the extended reflectivity as small as possible:

\begin{equation}
    \epsilon R \approx 0. 
\end{equation}

The composite system can be written as

\begin{equation}
    \left( U_s^\top U_s + \epsilon^2 I \right) R = U_s^\top u_r, 
\end{equation}
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\caption{Free surface experiment with a constant velocity background: (a) variable density model and (b) the recorded data for a shot at $x_s = (0, 0)$ km. Note how the data contain primaries, internal and surface-related multiples.}
\end{figure}
and can be solved by the conjugate gradient method. Note that the matrix $\mathbf{U}^\top \mathbf{sU} \mathbf{s}$ does not need to be formed; instead one needs to compute the action of the matrix to the input reflectivity $R(x, \lambda, \tau)$. The deconvolution process is similar to the method proposed by Valenciano et al. (2009) and is also referred to as multi-dimensional deconvolution (MDD) by van der Neut et al. (2011). The deconvolution approach produces better focusing and better approximates the reflectivity.

EXAMPLES

We compare the behavior of RTM and Marchenko images for errors in the background velocity using a synthetic model with constant background velocity and variable density profile, Figure 1a. The pressure data containing primaries and multiples is shown in Figure 1b. Our main objective is to investigate the sensitivity of the Marchenko images to errors in the background model, which is the first step towards the formulation of a tomography problem.

We construct extended images with $\tau = 0$, i.e. space-lag gathers, for slow, correct, and fast background velocities. Figures 2a-2c show the gathers computed using the conventional RTM propagator, where one can observe the strong response of the multiples present in the data below the imaged reflector. Figures 2d-2f show the corresponding common angle gathers for slow, correct, and fast models, respectively. The transformation from space-lag $\lambda$ to angle $\theta$ is described by Sava and Fomel (2006). For this particular model, the reflection coefficients should remain constant as a function of the scattering angle. We recompute the same set of images with the deconvolution framework in equation 13: Figures 3a-3c show the deconvolved space-lag gathers with RTM wavefields, and Figures 3d-3f show the corresponding angle gathers with the RTM wavefields. In these figures, the amplitude variation across angles is more even. The deconvolved space-lag gathers contain more energy at larger lags; this can be beneficial for improved tomographic updates because during tomography, the objective function measures the energy away from $\lambda = 0$ (Shen and Symes, 2008). Hence, with the deconvolved gathers one can better highlight aspects of the gathers useful for tomography.

We repeat the same experiment using the Marchenko wavefields. Figures 4a-4c show the space-lag gathers for low, correct, and fast background velocity, respectively. The main difference between these gathers and those in Figures 2a-2c is the correct handling of the surface-related and internal multiples. Despite the characteristics of the method, where the focusing solutions $f_1^+$ and $f_1^-$ always exist, the gathers present moveout, indicating errors in the background model. Also, the focusing for the correct velocity model, Figure 4b, is improved.
CONCLUSIONS

We compare image gathers obtained with Marchenko and time-reverse propagators. The Marchenko gathers correctly image primaries, internal multiples, and surface-related multiples. In contrast, RTM gathers treat the multiples as primaries; hence, the events are imaged in the wrong location and can bias tomographic inversion towards lower velocities. The Marchenko and RTM gathers show similar sensitivity to errors in the background model. However, the Marchenko gathers possess increased illumination as shown by the angle gathers in our experiments.

We also show the value of posing the extended imaging problem using deconvolution instead of correlation. The focus in the gather is improved, and the energy distribution is more homogeneous across angles. The use of Marchenko wavefields together with extended deconvolution can benefit tomography. The dependence of the Marchenko wavefield with respect to the background velocity is not as explicit as with the RTM wavefields; in Marchenko, the kinematics are embedded in the direct arrival information used as input for the framework.
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