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SUMMARY

Least-squares migration (LSM) can produce images with improved resolution and reduced migration artifacts. We propose a method for elastic least-squares reverse time migration (LSRTM) based on a new perturbation imaging condition that yields scalar images of squared P and S velocity perturbations. These perturbation images are simply related to physical subsurface properties, and in addition, they do not suffer from polarity reversals seen with other more conventional elastic imaging methods. We use 2D examples to demonstrate the proposed LSRTM algorithm using our perturbation imaging condition. Results show that elastic LSRTM increases the image resolution and attenuates artifacts, while providing images where the relative amplitudes of the reflectors can be used for reservoir characterization.

INTRODUCTION

Advances in seismic acquisition and ongoing improvements in computational capability make imaging using elastic waves increasingly feasible (Sun et al., 2006; Yan and Sava, 2008; Denli and Huang, 2008; Artman et al., 2009; Wu et al., 2010; Du et al., 2012; Duan and Sava, 2015; Rocha et al., 2015). Compared to acoustic images, elastic images can provide more information about the subsurface, e.g., fracture distributions and elastic properties. However, elastic migration also suffers from issues that negatively affect the quality of the images. Because it is in general difficult to separate all arrivals in the recorded data by wave mode, some arrivals are migrated using an incorrect velocity model. Such nonphysical modes lead to artifacts (i.e. cross-talk) in the image (Duan et al., 2014).

Least-squares migration (LSM) is an improved imaging algorithm that reduces these migration artifacts and also improves the resolution of migration images. LSM is a linearized waveform inversion that seeks to find the image that best predicts, in a least-squares sense, the recorded seismic data (Schuster, 1993; Nemeth et al., 1999; Dai et al., 2011). Schuster (1993) proposes LSM for cross-well data while Nemeth et al. (1999) apply this technique to surface data. Their studies show that LSM can significantly improve the spatial resolution of the images, and can also reduce migration artifacts arising from limited aperture, coarse sampling, and acquisition gaps.

LSM can be implemented using a Kirchhoff engine (Nemeth et al., 1999; Dai et al., 2011), one-way wave equation (Kuehl et al., 2002; Kaplan et al., 2010; Huang and Schuster, 2012), or two-way wave equation, i.e., least squares reverse-time migration (LSRTM) (Dai and Schuster, 2013; Dong et al., 2012; Luo and Hale, 2014; Wong et al., 2015). Although computationally expensive, RTM is advantageous for velocity models with complicated geologic structures that result in wavefield multipathing.

A key component for elastic LSRTM is the imaging condition, and many different types of imaging conditions for elastic media have been proposed. For example, Yan and Sava (2008) propose a displacement imaging condition that crosscorrelates each component of source and receiver displacement wavefields. They also propose a potential imaging condition that crosscorrelates P- and S-wave modes in source and receiver wavefields. One issue with this potential imaging condition is that the image components for converted waves change polarity at normal incidence. Stanton and Sacchi (2015) use a LSRTM method based on this imaging condition, including an additional polarity correction in the angle domain. Duan and Sava (2015) propose a scalar imaging condition for converted waves that produces scalar images without polarity reversal; however, this imaging condition requires knowledge of the geologic dip.

In this paper we propose an elastic LSRTM method based on a new perturbation imaging condition, which we derive for squared P and S velocities. Images computed using this new imaging condition can be simply related to physical subsurface properties, and in addition, these images do not suffer from polarity changes and thus can be stacked over experiments without an additional polarity correction. Using the perturbation imaging condition, we demonstrate that we obtain elastic LSRTM images with higher resolution and less migration artifacts than RTM.

THEORY

LSM aims to find the image that best predicts, in a least-squares sense, the recorded seismic data. For elastic migration, we consider a vector image \( \mathbf{m} \) which contains both compressional and shear wave information. Migration is an adjoint operator \( \mathbf{F}^\dagger \) that maps recorded data \( \mathbf{d} \) to an image \( \mathbf{m} \), and corresponding linearized forward process can be expressed as

\[
\mathbf{Fm} = \mathbf{d} ,
\]

where \( \mathbf{F} \) is the demigration operator.

LSM updates the model iteratively by minimizing the objective function

\[
J(\mathbf{m}) = \sum_e \frac{1}{2} \| \mathbf{D}(\mathbf{Fm} - \mathbf{d}_e) \|^2 ,
\]

which evaluates the misfit between observed data \( \mathbf{d}_e(\mathbf{x},t) \) and predicted data \( \mathbf{Fm} \) for each experiment \( e \). Matrix \( \mathbf{D}(\mathbf{x},t) \) denotes a data weighting operator, which can be applied for various purposes. For example, Trad et al. (2015) use matrix \( \mathbf{D} \) to eliminate the impact of high-amplitude noise or missing traces on inversion; Wong et al. (2015) use matrix \( \mathbf{D} \) to downweight salt reflection energy. In this paper, we use the data weighting term to balance the amplitudes of the recorded data.

Perturbation models are derived using the Born approximation (Hudson and Heritage, 1981; Jaramillo and Bleistein, 1999;
Elastic LSRTM

Ribodetti et al., 2011). We consider the homogeneous elastic isotropic wave-equation:

\[ \mathbf{u}_s - \alpha \nabla (\nabla \cdot \mathbf{u}_s) + \beta \nabla \times (\nabla \times \mathbf{u}_s) = \mathbf{d}_s, \]

where \( \mathbf{u}_s(x, t) = [u_x, u_y, u_z]^T \) is the source displacement wavefield, which is a function of experiment \( e \), space \( x \), and time \( t \). Vector \( \mathbf{d}_s(x, t) \) is the source function. Parameters \( \alpha(x) = \frac{\lambda + 2\mu}{\rho} \) and \( \beta(x) = \frac{\mu}{\rho} \) are squared P- and S-wave velocities, respectively. \( \lambda \) and \( \mu \) are the Lamé parameters, and \( \rho \) is the density.

The perturbation \( \mathbf{m} \) is the perturbed wavefield \( \delta \mathbf{u}_s \) and subtracting equation 3 from equation 4, we obtain a relation for the perturbed wavefield \( \delta \mathbf{u}_s \):

\[ (\mathbf{u}_s + \delta \mathbf{u}_s) - (\alpha + I^\alpha \beta + I^\beta) \nabla [\nabla \cdot (\mathbf{u}_s + \delta \mathbf{u}_s)] + (\beta + I^\beta) \nabla \times (\nabla \times (\mathbf{u}_s + \delta \mathbf{u}_s)) = \mathbf{d}_s, \]

where \( \delta \mathbf{u}_s \) is the perturbed wavefield:

\[ \delta \mathbf{u}_s = \alpha \nabla (\nabla \cdot \delta \mathbf{u}_s) + \beta \nabla \times (\nabla \times \delta \mathbf{u}_s) \]

The predicted data are extracted from the perturbed wavefield \( \delta \mathbf{u}_s \) at the receiver locations.

We define a matrix \( \mathbf{W} \) that, at each time and space position, is given by

\[ \mathbf{W} = [\nabla (\nabla \cdot \mathbf{u}_s) - \nabla \times (\nabla \times \mathbf{u}_s)]. \]

In this matrix, the first and second elements are the decomposed P- and S-modes of the source wavefield \( \mathbf{u}_s \), respectively. The demigration operator in equation 1 thus becomes

\[ \mathbf{F} = \mathbf{K} \mathbf{P} \mathbf{W}. \]

where \( \mathbf{P} \) represents an elastic forward modeling operator that computes the perturbed wavefield \( \delta \mathbf{u}_s \) for a source term \( \mathbf{W} \mathbf{m} \); \( \mathbf{K} \) is an operator that restricts the perturbed wavefield \( \delta \mathbf{u}_s \) to the known receiver positions. Equation 7 maps the image \( \mathbf{m} \) to the data \( \mathbf{d}_s \), and its adjoint operator

\[ \mathbf{F}^T = \mathbf{W}^T \mathbf{P}^T \mathbf{K}^T. \]

maps the data \( \mathbf{d}_s \) to the image \( \mathbf{m} \); the operator \( \mathbf{K}^T \) injects the recorded data \( \mathbf{d}_s \) into the wavefield, and the adjoint wave propagation operator \( \mathbf{P}^T \) computes the receiver displacement wavefield \( \mathbf{u}_s = \mathbf{P}^T \mathbf{K}^T \mathbf{d}_s \). Equation 8 describes a perturbation imaging condition for elastic RTM, because the application of the adjoint operator \( \mathbf{F}^T \) to the recorded data \( \mathbf{d}_s \) yields the images

\[ I^\alpha = \sum_{e,t} \nabla (\nabla \cdot \mathbf{u}_s) \cdot \mathbf{u}_r, \]

\( I^\beta = \sum_{e,t} -\nabla \times (\nabla \times \mathbf{u}_s) \cdot \mathbf{u}_r, \)

for the \( \alpha \) and \( \beta \) models, respectively. From equation 8, we see that images \( I^\alpha \) and \( I^\beta \) are computed by taking the zolag crosscorrelation of elements of the matrix \( \mathbf{W} \) with the displacement receiver wavefield \( \mathbf{u}_s \). These perturbation images do not suffer from polarity reversal, which is a common issue for elastic images whose values are related to angle-dependent reflectivities.

**EXAMPLES**

We use two examples to demonstrate our method for elastic migration. The first example is layered and each of the \( \alpha \) and \( \beta \) models contains one horizontal reflector at different depths, as shown in Figure 1a. We generate 30 two-component shot gatherers using a vertical displacement source with a 30 Hz peak frequency Ricker wavelet. Using the perturbation imaging condition (equation 7), we obtain the images for \( \alpha \) and \( \beta \) shown in Figure 1b. Notice that additional reflectors appear in both \( \alpha \) and \( \beta \) images; these reflectors are generated by unphysical modes in the constructed receiver wavefield. Figures 1c show the LSRTM images after 10 iterations. Compared to the images shown in Figure 1b, the LSRTM images have higher resolution and contain fewer artifacts.

We also demonstrate our method with a modified version of the Marmousi-II model (Martin et al., 2006). This model is fully elastic, and supports not only compressional waves, but also shear waves and converted waves. The model simulates hydrocarbon reservoirs that dramatically decrease the value of \( \alpha \),
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but slightly increase the value of $\beta$. Figures 2a and 2b show the background $\alpha$ and $\beta$ models, respectively; both model contain a homogeneous layer at the top. Figures 3a and 3b show the corresponding true perturbation models for $\alpha$ and $\beta$, respectively, which are inconsistent in reservoir areas, for example, the highlighted box in Figures 3a and 3b. This inconsistency poses a challenge for elastic LSRTM, e.g. if the inversion allows a leakage between model parameters.

We model 40 shots evenly spaced on the surface using a displacement source with a 30 Hz peak frequency Ricker wavelet. The horizontal and vertical components of the source function have the same amplitudes in order to generate strong shear waves. The receiver spread is fixed for all shots and spans from 0 to 3.0 km with a 5 m sampling.

The recorded data are modeled according to equation 8. In order to obtain a uniform update using all arrivals, we use the data weighting term $D$ to balance the arrivals with weak amplitudes. We define the data weighting function based on the inverse of the data envelope. Figures 4a is the horizontal component of the weighted recorded shot gather, demonstrating that the amplitudes of all arrivals are well balanced.

Figures 5a and 5b show the RTM images for $\alpha$ and $\beta$, respectively. We observe that the events for the shallow reflectors in both models have stronger amplitudes compared to those of the deeper reflectors, and strong backscattering is present due to the sharp interfaces in the background model. We apply an illumination compensation based on the source wavefield $u_s$ to the RTM images and LSRTM gradients, in order to balance nonuniform data coverage.

The LSRTM images after 112 iterations, where the conver-
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Figure 5: RTM (a) $\alpha$ and (b) $\beta$ images with illumination compensation based on the source wavefield.

The update image for $\alpha$ has higher resolution than $\beta$ because, in general, S waves have shorter wavelengths than P waves, and we do not consider attenuation in this experiment. The updated images are consistent with the true perturbation images. For example, only the $\alpha$ image (Figure 6a) contains the reflector with negative value highlighted in Figure 3a, which corresponds to a hydrocarbon reservoir in the true model that decreases the value of $\alpha$.

Figures 4b shows the horizontal component of the data residual after 112 iterations. The amplitudes of all arrivals in the data residual after inversion are small, i.e., for most arrivals, the predicted data match the recorded data in both phase and amplitude. Figures 7a and 7b compare traces from the inverted $\alpha$ and $\beta$ images at $x = 1.5$ km with the true perturbation models. Because we use Born data generated using the same wave equation as the recorded data, the amplitudes of the LSRTM images match well the true perturbation models. In practice, with errors in the background models and approximations of the wave equation, we may not obtain true-amplitude LSRTM images; however, the relative amplitudes of the reflectors can still be estimated correctly, which is beneficial for reservoir characterization.

CONCLUSIONS

We propose a method for elastic least-squares reverse time migration using a perturbation imaging condition. The images computed using our method represent perturbations of squared P and S velocities. Compared to RTM, LSRTM has higher computational cost, and more work is needed to improve its convergence rate. Nevertheless, elastic LSRTM produces high-resolution images that provide correct relative amplitudes, which makes our algorithm especially suitable for applications such as reservoir characterization.
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